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Abstract: Four typical double-moment cloud microphysical schemes (Milbrandt, Morrison, NSSL
and WDM6) in WRF (Weather Research and Forecasting) are used to investigate the impact of the
different schemes on the simulation of a straight squall line evolving into a bow-shaped one in East
China on 15 April 2016. Although simulations with Milbrandt, Morrison and WDM6 schemes can
produce bow-shaped squall lines, only the WDM6 scheme can simulate the evolution process of the
straight squall line to a bow-shaped one well. The simulation results with the NSSL scheme produce
a broken straight squall line. The possible reason is that the range and intensity of cold pools and
the rear inflows are different among the four schemes when the observed squall line evolves into
a standard bow-shaped squall line. The mixing ratio and number concentration of rain water with
the WDM6 scheme is largest in strong convective areas, and the cold pool and rear inflow are also
strongest among the four schemes. Compared with the WDM6 scheme, the mixing ratio and number
concentration of rain water are less with the Milbrandt and Morrison schemes. Also, the cold pool
and rear inflow with the Milbrandt scheme are weaker than for the WDM6 scheme but stronger than
those with the Morrison scheme. The rainwater mixing ratio is very low and no obvious cold pool
and rear inflow exist with the NSSL scheme.

Keywords: double-moment cloud microphysical schemes; bow-shaped squall line; numerical
simulation; cold pool; rear inflow

1. Introduction

Squall lines are one type of mesoscale convective systems (MCSs), which consist of
a series of active convective storms, at scales greater than 100 km [1]. When a squall line
passes by, it often causes severe disasters, such as thunderstorms, heavy rain, strong winds,
hail, and tornadoes. Bow-shaped squall lines are usually associated with downbursts and
swathes of damaging winds [2], which are more likely to produce severe weather than
straight squall lines [3]. Due to the low spatial and temporal resolution of conventional
meteorological observations, it is difficult to capture the evolution characteristics of squall
lines, and it is even more difficult to determine whether the squall line can evolve into a
bow-shaped squall line or not. High resolution simulation provides an important way to
study squall lines, but accurate prediction of the process by which a straight squall line
evolves into a bow-shaped one is still full of challenges due to large uncertainties in the
initial conditions, and in model physics process parameterization schemes.

Doppler radar is an important meteorological observing platform capable of pro-
viding sufficient temporal and spatial resolution data to capture storm-scale features [4].
Assimilating Doppler radar data (reflectivity and radial velocity) into the numerical model
can produce a more accurate initial condition, and thus reduce forecast errors [5–8]. The
improved simulation results can help us to analyze and diagnose uncertainties in model
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physics parameterization schemes. Furthermore, the spatial distribution characteristics of
radial velocity can provide some information about the tangential wind component [9,10].
In addition to radial velocity, assimilation of the spatial distribution characteristics of radial
velocity should further improve the model wind field [11,12].

In addition to the initial condition, physical processes have a large impact on forecast
accuracy. The Intergovernmental Panel on Climate Change (IPCC) clearly points out that
cloud microphysical process and its feedback mechanism are the biggest factors leading to
uncertainty in numerical weather prediction (NWP) [13]. At present, there are still large
uncertainties in the parameterization scheme of cloud microphysical processes in both
weather and climate models [14]. Most cloud microphysics parameterization (MP) use
bulk schemes that predict hydrometeors mass mixing ratios and/or number concentrations
by assuming a size distribution, such as gamma distribution or empirical exponential
distribution [15–18]. Bulk MP schemes can be further divided into single-moment methods
and double-moment methods. Single-moment bulk MP schemes only predict the mixing
ratios of hydrometeors [19], the intercept of the spectrum distribution is assumed to be
constant, and the evolution of the particle spectrum is determined by slope change. Double-
moment bulk MP schemes predict both the mixing ratio of the hydrometeors and their
number concentrations [20,21], and the evolution of particle spectrum is determined by
both slope and intercept. Thus, the description of the cloud microphysical process in
double-moment bulk MP schemes should be more reasonable in theory.

Many studies [22–25] have shown double-moment MP schemes have better perfor-
mance in terms of squall lines simulation. For example, Morrison et al. (2009) [23] compared
the impact of a single-moment with a double-moment MP scheme on the development of
trailing stratiform precipitation in a simulated squall line using the WRF model, and found
that the double-moment MP scheme reduced the rain evaporation rate in the stratiform
area with a wider range of stratiform area. Hong et al. (2010) [24] showed that the WDM6
double-moment scheme could effectively improve the simulation results of convective char-
acteristics of a bow-shaped squall line. Huang et al. (2017) [25] used different MP schemes
in the WRF model to simulate a squall line in East China and showed that double-moment
MP schemes performed better than single-moment MP schemes, especially the WDM6
scheme. The above studies mainly focus on the squall lines occurring under relatively large
CAPE, while the impact of the MP schemes on simulation of squall lines occurring under
relatively stable conditions are relatively few. In addition, only a few studies have focused
on the impact of different double-moment MP schemes on the process of a straight squall
line evolving into a bow-shaped squall line, especially happening in an environmental
condition with a low CAPE. Considering that dynamic and thermodynamic environments
have a possible influence on cloud microphysics processes, it is necessary to further study
the differences of a simulated bow-shaped squall line with different double-moment MP
schemes in different background synoptic environments and find out the main drivers of
these differences.

In this study, we performed a set of experiments with four different double-moment
MP schemes (i.e., Milbrandt, Morrison, NSSL and WDM6) in WRF to investigate their
capabilities to reproduce a bow-shaped squall line as happened under a low CAPE and
an intense vertical wind shear in East China on 15 April 2016. The underlying reasons for
discrepancies of the simulations among different schemes were explored, based on the
dynamic, thermal structure and hydrometeors distribution characteristics. To reduce the
uncertainties in initial conditions and improve the simulations, radar reflectivity and radar
radial velocity data and the spatial distribution characteristics of the radial velocity were
assimilated. The implications and limitations of our conclusions are also discussed. This
paper is organized as follows: Section 2 briefly introduces the 15 April 2016 squall line.
Section 3 describes the numerical model, data assimilation method, and experimental setup
and then briefly introduces the four double-moment microphysical schemes used in this
study. Simulation results are verified and analyzed in Section 4. A summary is provided in
Section 5. A discussion is provided in Section 6.
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2. Case Overview

A mesoscale convective system developed from scattered thunderstorms in Hunan
Province (location is shown in Figure 1a, similarly hereinafter) around 1700 UTC on
15 April 2016. The storms moved eastward rapidly and gradually organized into a squall
line in the western Jiangxi Province at 2000 UTC on 15 April. The squall line affected Jiangxi
from 2000 UTC on 15 April to 0200 UTC on 16 April with short-term strong winds and
short-duration heavy rains (Figure 1b, red dashed line represents the approximate position
of the squall line at the corresponding time, determined by the position of the strongest
radar composite reflectivity, which was obtained from the radar base data of the nearest
6 min). Based on observations at the regional automatic meteorological stations of China,
eight stations showed short-term strong winds of more than 24.5 m·s−1, and the largest of
up to 33.8 m·s−1. A total of 27 cities and counties experienced short-time heavy rainfall
(≥20 mm in 1 h), and the heaviest was up to 46.2 mm in 1 h.
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Figure 1. (a) Locations of some provinces in China which are discussed in this paper (Jiangxi, Hunan,
Xinjiang, Sichuan, Chongqing, Guizhou, Xizang), the red box is the area of b; (b) Locations of five
radars (Nanchang, Yichun, Jingdezheng, Shangrao, and Fuzhou) used in this study. (Red dashed line
represents the path of the squall line obtained from the radar composite reflectivity from 2000 UTC to
2400 UTC on 15 April 2016).



Atmosphere 2022, 13, 667 4 of 23

2.1. Environmental Conditions

To explore the environmental conditions before the squall line happened, the six-
hourly National Centers for Environmental Prediction (NCEP) reanalysis dataset, with a
resolution of 1◦ × 1◦, was used. As shown in Figure 2a, there was a ridge of high pressure
in the balk hash lake area, continuous cold air along the west of Xinjiang province entered
into China from the front of the ridge at 500 hPa at 1200 UTC on 15 April 2016. A low trough
was located in a low latitude plateau region, west of Sichuan province. The southwest
jet stream flowed over Hunan, northern and central Jiangxi. In addition, the temperature
trough lagged behind the height trough, and the strong baroclinic effect made the low
trough of upper air move eastward and continuously develop.

By 1800 UTC (Figure 2b), the low trough at 500 hPa had moved eastward to Chongqing
and the east of Guizhou. The cold air behind the trough moved southward and converged
with the warm and wet southwest current over Hunan. At 700 hPa and 850 hPa (Figure 2c,d),
Hunan, central and northern Jiangxi, were all located in the warm and wet southwest air,
where relative humidity was 60–80% at 700 hPa, more than 80% at 850 hPa in most areas,
and more than 90% at 850 hPa in some areas. The warm and wet southwest current
provided sufficient water vapor for the occurrence of the squall line, and the water vapor in
the lower levels was more abundant than that in the upper levels. At 850 hPa, there were
northwest to southwest wind shears in Hunan.
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Figure 2. 500 hPa geopotential height (blue solid lines, units: dagpm) and wind field (vectors, units:
m·s−1) and temperature (red solid lines, units: ◦C) at 1200 UTC (a) and at 1800 UTC, (b) and wind
field (vectors, units: m·s−1), temperature (red solid lines, units: ◦C) and relative humidity (shaded,
units: %) at 700 hPa (c) and 850 hPa (d) at 1800 UTC on 15 April 2016.

Convective available potential energy (CAPE) at Huanghua station in Hunan Province
was 329.3 J·kg−1, and 0 J·kg−1 at Nanchang station in Jiangxi Province (Figure 3), which
was below the average value for the midlatitude squall lines [26]. Moreover, the ground
heating effect was very small and the CAPE would not increase, because the squall line
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appeared at night. Therefore, the CAPE was not conducive to the formation of bow-shaped
squall lines. The difference between the dewpoint temperature and temperature below
3 km were small at the two stations but significantly increased above 3 km, indicating
that abundant water vapor existed in the middle and lower levels at this time, which
promoted the formation of bow echoes in the warm season under the background of weak
forcing [27,28]. In addition, veering winds within the 0–3 km layers were observed at two
stations with strong vertical wind shears of 19 m·s−1 and 17 m·s−1, respectively. Therefore,
the environmental conditions differed from typical bow-shaped squall lines [29] with a
low CAPE and an intense vertical wind shear, which are more common for squall lines
happening in south China [2].
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Figure 3. T-lnP chart at Huanghua (a) and Nanchang (b) radiosonde station at 1200 UTC on 15 April
2016 (the green line represents dewpoint profile, the black line represents the lifting curve, the red
line represents temperature profile).

2.2. Radar Composite Reflectivity

As shown in the mosaic of composite radar reflectivity, based on five SA-band Doppler
radars (their locations are shown in Figure 1b), a linear convection system, with an ori-
entation in the northeast–southwest direction, moved from Hunan to Jiangxi Province at
2000 UTC April 15 (Figure 4a). The horizontal scale of the convective line just reached the
minimum scale of 100 km for a squall line, and the stratiform area at the back of the line was
narrow. Two strong isolate convective cells existed in the northeast of the convective line,
and merged with the line when moving eastward. By 2100 UTC (Figure 4b), a clear squall
line, with northeast–southwest direction appeared in the east of Jiangxi Province with the
strongest radar echo over 55 dBz. After that, the straight squall line gradually evolved
into a bow-shaped squall line, with central intensity above 55 dBz (figure not shown). By
2230 UTC (Figure 4c), the squall line became a standard bow-shaped squall line, accom-
panied by a broad stratiform area and a bounded weak echo area between the convection
and stratiform areas. After 2230 UTC, the squall line continued to move eastward, and the
horizontal scale and width of the strong bow-shaped convection line gradually became
shorter and narrower (Figure 4d,e). The squall line started to dissipate around 0030 UTC
on 16 April 2016 (figure not shown) and completely weakened into a stratiform area at
0100 UTC (Figure 4f).
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3. Methodology and Data
3.1. Introduction to Observation Operator for Radar Radial Velocity

In this paper, we adopted the radar radial velocity observation operator based on IVAP
method [10] with the GSI Assimilation System to assimilate both the radial component of
the velocity and the spatial distribution information of radial velocity. The calculation steps
are as follows:

The conventional observation operator for Doppler radar radial velocity, as in GSI, is
defined by:

Vr = u sin θ cos ϕ + v cos θ cos ϕ + w sin ϕ (1)

where (u, v, w) are model wind components in the Cartesian coordinates of (x, y, z), θ is
the azimuth of the radar observation, ϕ is the radar elevation angle, and Vr is the radar
radial velocity. Since the control variable of GSI does not contain the vertical velocity w, the
vertical term is ignored in the observation operator of radial velocity in GSI, namely:

Vr = u sin θ cos ϕ + v cos θ cos ϕ (2)

If we consider a fixed region, both in the radar observation and model spaces, and regard
it as Ω, we can obtain two spatial distribution characteristics of radial velocity by multiplying
sinθ or cosθ on both sides of Equation (2) and summing within the given area Ω: ∑

Ω
Vr sin θ = ∑

Ω
u sin2 θ cos ϕ + ∑

Ω
v sin θ cos θ cos ϕ

∑
Ω

Vr cos θ = ∑
Ω

u sin θ cos θ cos ϕ + ∑
Ω

v cos2 θ cos ϕ
(3)
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If we denote the averaged wind within Ω by (u, v, w), then Equation (3) can be
expressed as:  ∑

Ω
Vr sin θ = u∑

Ω
sin2 θ cos ϕ + v∑

Ω
sin θ cos θ cos ϕ

∑
Ω

Vr cos θ = u∑
Ω

sin θ cos θ cos ϕ + v∑
Ω

cos2 θ cos ϕ
(4)

The area-averaged wind (u, v, w) can be calculated using the equation 1
N ∑

Ω
. For

example, u = 1
N ∑

Ω
u, N is the total number of the grid points within Ω. Dividing two sides

of Equation (4) respectively by ∑
Ω

sin2 θ cos ϕ or ∑
Ω

cos2 θ cos ϕ, we get:


∑
Ω

Vr sin θ

∑
Ω

sin2 θ cos ϕ
= u + v

∑
Ω

sin θ cos θ cos ϕ

∑
Ω

sin2 θ cos ϕ

∑
Ω

Vr cos θ

∑
Ω

cos2 θ cos ϕ
= u

∑
Ω

sin θ cos θ cos ϕ

∑
Ω

cos2 θ cos ϕ
+ v

(5)

The left sides of Equation (5) are regarded as the observation spaces, the right sides of
Equation (5) are defined as the analysis spaces, as follows:

Y1 =
∑
Ω

Vr sin θ

∑
Ω

sin2 θ cos ϕ

Y2 =
∑
Ω

Vr cos θ

∑
Ω

cos2 θ cos ϕ

(6)

Y1 and Y2 are regarded as new observations:
H1 = u + v

∑
Ω

sin θ cos θ cos ϕ

∑
Ω

sin2 θ cos ϕ

H2 = u
∑
Ω

sin θ cos θ cos ϕ

∑
Ω

cos2 θ cos ϕ
+ v

(7)

Equation (7) is used in this paper (referred to as IVAP observation operator hereafter)
instead of Equation (2).

3.2. Introduction to the Cloud Analysis Method for Assimilating Reflectivity

Cloud analysis can incorporate cloud reports from surface observations, geostationary
satellite infrared, visible imagery, radar reflectivity data and so on, to construct three-
dimensional cloud cover, cloud water and ice mixing ratios, cloud and precipitate types,
icing severity index, and snow, rain, graupel mixing ratios. Then, cloud-base, cloud-top,
and cloud ceiling can be derived.

We used the cloud analysis method [6,30] within the GSI Assimilation System to
assimilate radar reflectivity. The detailed process is shown in Figure 5. The ARPS [31] or
RUC [32] scheme can be used to calculate the mixing ratios of cloud water and ice. The
KRY [33], Lin [34] or Thompson [35] scheme can retrieve the mixing ratios of snow, rain,
and graupel using radar reflectivity. The ARPS scheme (assuming that the vertical change
of the temperature in-cloud is a wet adiabatic process) or RUC scheme (assuming that the
vertical change of the temperature inside the cloud is a non-adiabatic process) can adjust
the temperature in-cloud. The ARPS scheme or RUC scheme can adjust the water vapor
in-cloud. Through sensitivity experiments, the following combination of different schemes
can produce the best simulation for this squall line: the RUC scheme was used to calculate
the mixing ratios of cloud water and ice, the Thompson scheme was selected to calculate
the mixing ratios of snow, rain, and graupel, the ARPS scheme was used to adjust the
in-cloud temperature, and the RUC scheme was chosen to adjust the in-cloud water vapor.
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3.3. Model Configuration and Input Data

The data used included radiosonde observations, the six-hourly 1◦ × 1◦ NCEP re-
analysis dataset, and five SA-band Doppler radars observations (Figure 1b) in Jiangxi
Province, China.

Three two-way interactive nested domains were set for the WRF (Version 3.9.1) [36]
model (Figure 6). The domains have 50 vertical layers with the model top at 50 hPa, and
301 × 301, 391 × 397, 601 × 466 grid points from outer domain to inner domain with
horizontal grid point spacing of 9, 3, 1 km, respectively. The model starts at 1800 UTC
15 April 2016 with the initial and boundary conditions provided by the WRF Preprocessing
System (WPS) initialization module by interpolating the 6-hourly 1◦ × 1◦ NCEP reanalysis
dataset to the model grid points. Firstly, radar radial velocity data were assimilated by the
GSI-3DVar (Version 3.4) with the IVAP observation operator and radar reflectivity data were
assimilated by the cloud analysis method at 1800 UTC 15 April without cycling process.
And then sensitivity tests were conducted by forecasts with four different double-moment
MP schemes from 1800 UTC to 2400 UTC 15 April with a time step of 30 s. Results were
provided every 30 min. The simulation results of a 1 km domain are analyzed in this
paper. Some key physical parameterization schemes include the rapid radiative transfer
model (RRTM) [37] for longwave radiation, the Dudhia [38] for shortwave radiation, the
Yonsei State University (YSU) scheme [39] for planetary boundary layer processes, the
Noah land surface scheme [40], the revised Monin-Obukhov mixed-layer scheme [41], and
the Kain-Fritsch cumulus scheme [42] for the 9 km domain (no cumulus parameterization
scheme was used for 3 and 1 km domains).

In four sensitivity tests, the initial field and boundary conditions and physical pa-
rameterization schemes settings were the same, except for the MP schemes. Four typical
double-moment MP schemes which are widely used in WRF were selected: WDM6 [18],
Morrison 2-mom [23], Milbrandt-Yau 2-mom [43], and (National Severe Storms Labora-
tory) NSSL 2-mom [44] MP scheme. These specific double-moment MP schemes were
chosen because they have had relatively good performances in previous studies [45–48].
The four MP schemes predict raindrop number concentration. In other words, they are
double-moment for raindrops. There are noticeable differences among them. For example,
the WDM6 scheme is based on the single-moment WSM6 scheme, the two-moment scheme
is adopted to deal with the warm cloud precipitation process, and for all ice particles
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the single-moment is used. The microphysical process adds the numerical concentration
prediction of cloud water, rain water and cloud condensation nuclei. The Morrison 2-mom
is double-moment for all ice particles, but single-moment for cloud water. In this scheme,
the shape of all particles is assumed to be spherical, the distribution of cloud droplets
and raindrops follow Gamma function, and the distribution of rain, snow, graupel and ice
particles adopt exponential function. The Milbrandt 2-mom scheme is double-moment for
all liquid drops and ice particles, separates graupel and hail from each other and exists
simultaneously as rimed ice particles, does not consider aerosol number concentration
in the drop activation process, and predicts the number of nucleated droplets using a
hardwired method [24]. The NSSL 2-mom is also double-moment for all liquid drops and
ice particles, but this scheme predicts graupel as the only rimed ice particle. The WDM6
and Morrison 2-mom schemes can choose hail or graupel as required, we select graupel as
the rimed ice particle in our study.

Atmosphere 2022, 13, x FOR PEER REVIEW 9 of 24 
 

 

assimilated by the cloud analysis method at 1800 UTC 15 April without cycling process. 

And then sensitivity tests were conducted by forecasts with four different double-moment 

MP schemes from 1800 UTC to 2400 UTC 15 April with a time step of 30 s. Results were 

provided every 30 min. The simulation results of a 1 km domain are analyzed in this pa-

per. Some key physical parameterization schemes include the rapid radiative transfer 

model (RRTM) [37] for longwave radiation, the Dudhia [38] for shortwave radiation, the 

Yonsei State University (YSU) scheme [39] for planetary boundary layer processes, the 

Noah land surface scheme [40], the revised Monin-Obukhov mixed-layer scheme [41], and 

the Kain-Fritsch cumulus scheme [42] for the 9 km domain (no cumulus parameterization 

scheme was used for 3 and 1 km domains). 

 

Figure 6. Model domain coverage for the 15 April 2016 case (d01, d02, and d03 represent. the outer, 

middle and inner domains at 9 km, 3 km, and 1 km horizontal resolutions respectively). 

In four sensitivity tests, the initial field and boundary conditions and physical pa-

rameterization schemes settings were the same, except for the MP schemes. Four typical 

double-moment MP schemes which are widely used in WRF were selected: WDM6 [18], 

Morrison 2-mom [23], Milbrandt-Yau 2-mom [43], and (National Severe Storms Labora-

tory) NSSL 2-mom [44] MP scheme. These specific double-moment MP schemes were cho-

sen because they have had relatively good performances in previous studies [45–48]. The 

four MP schemes predict raindrop number concentration. In other words, they are dou-

ble-moment for raindrops. There are noticeable differences among them. For example, the 

WDM6 scheme is based on the single-moment WSM6 scheme, the two-moment scheme is 

adopted to deal with the warm cloud precipitation process, and for all ice particles the 

single-moment is used. The microphysical process adds the numerical concentration pre-

diction of cloud water, rain water and cloud condensation nuclei. The Morrison 2-mom is 

double-moment for all ice particles, but single-moment for cloud water. In this scheme, 

Figure 6. Model domain coverage for the 15 April 2016 case (d01, d02, and d03 represent. the outer,
middle and inner domains at 9 km, 3 km, and 1 km horizontal resolutions respectively).

4. Results
4.1. Verification

In this paper, high resolution radar reflectivity observation data were used to ver-
ify the simulation results. The simulated and observed radar composite reflectivity at
2130 UTC, 2200 UTC, 2230 UTC 15 April 2016 are depicted in Figures 7–9. It can be seen
that the process of the straight squall line evolving into a bow-shaped squall line with
the WDM6 scheme is similar to the observations, especially the strong convective line.
However, the location and intensity of the strong convective area are slightly different
from the observations, and the simulated stratiform area is too small. On the contrary, the
simulated radar composite reflectivity with the Morrison, Milbrandt and NSSL schemes are
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different from the observations. Although the squall line with the Milbrandt scheme also
evolves into a bow-shaped squall line, the bow-shaped structure differs significantly from
the observations, with a loose and small strong convection area, and no obvious stratiform
area. The structure of the strong convective area with the Morrison scheme is looser than
with the Milbrandt scheme, with a larger difference from the observations. The strong con-
vective area simulated by NSSL is discontinuous, and the strong convective line does not
evolve into a bow-shaped structure, but a broken northeast–southwest convective line, and
moves eastward. Among the four double-moment MP schemes, only the WDM6 scheme
simulates the evolution process of the straight squall line into a bow-shaped one well.
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Figure 9. Same as Figure 7 but at 2230 UTC. The blue line is the section position mentioned later.

Figure 10 shows the vertical cross section of the simulated and observed radar re-
flectivity across the blue line in Figure 9 at 2230 UTC 15 April 2016. The observed radar
reflectivity top height is about 400 hPa, the largest radar reflectivity is up to more than
50 dBz, and the stratiform area is wide. The WDM6 simulates the structure of the strong
convective area well, and reproduces the top height and strength of the strong convective
area. But the simulated convective area is wider, and the range of the stratiform area is
much smaller. The Morrison, and Milbrandt schemes also simulate strong convective areas,
but the strength of the convective areas is weaker, and also no obvious stratiform area ap-
pears. The NSSL scheme does not generate a strong convective area with radar reflectivity
larger than 35 dBz, and the simulation result is worst. In conclusion, compared with the
other three schemes, the location and intensity of the strong convective area simulated by
the WDM6 scheme are most consistent with observations.
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In order to quantitatively evaluate the simulation results, the threat scores (TS) and
the neighborhood-based fractions skill score (FSS) are used to measure forecast skill.

TS is defined as:
TS =

C
F + O − C

(8)

where F gives the number of the events that are forecast, O gives the number of events that
happened, C gives the number of those events that are correctly forecast.

FSS is defined by the formation:

FSS = 1 −

1
N ∑

N
(Pf − Po)

2

1
N (∑

N
P2

f + ∑
N

P2
o )

(9)

where Pf and Po are the forecast and observed fractional coverages of a given adjacent area
by reflectivity exceeding a given threshold value, and N is the number of grid points in
the verification domain. We chose a square as the neighborhood region which contains
15 × 15 grids.

Figure 11 shows the TS and FSS for predicted reflectivity with thresholds of 40 dBz with
four different double-moment MP schemes. The Milbrandt, Morrison, and WDM6 schemes
have the highest TS and FSS at 2200 UTC, while the NSSL scheme gets the highest TS and
FSS at 2130 UTC. In particular, the WDM6 scheme gives the consistently highest scores at all
three times, followed by the Milbrandt and Morrison schemes. The NSSL scheme gets the
lowest, and its TS and FSS values decrease rapidly as the integration time goes by, indicating
that the NSSL scheme has a relatively poor performance in simulating the intensity and
location of the squall line, especially at the mature stage when the observed squall line
evolves into a bow-shaped squall line. The TS values of the Milbrandt and Morrison
schemes maintain their value above 0.2 at all times, the FSS values of the Milbrandt and
Morrison schemes maintain their value approximately equal to 0.5 at all times. The TS
values of the WDM6 scheme are larger than 0.3 at three times with an average up to 0.343,
the FSS values of the WDM6 scheme are larger than 0.5 at three times with the largest up
to 0.65, which further indicates that this scheme has the best capability of simulating the
location and the intensity of the strong convective area among the four schemes.
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In general, we find that all four double-moment MP schemes do not capture the strati-
form area well enough. So, we focused on the strong convective region to judge the impact
of the four double-moment MP schemes on simulation and explore the underlying reasons.
In the following analyses we focus on the dynamic, thermal structure and hydrometeors
distribution characteristics of the simulated strong convective region in squall lines at
2230 UTC, when the squall line evolved into the bow-shaped squall line.

4.2. Dynamic Characteristics

One main reason that a squall line evolves into a bow-shaped structure is the strong
rear inflow jet existing in the middle and lower tropo-spheres [29]. The simulated 700 hPa
horizontal storm-relative wind fields (the horizontal wind field minus the moving velocity
of the squall line) with four different double-moment MP schemes at 2230 UTC are shown
in Figure 12. The Milbrandt scheme (Figure 12a) shows southwest winds at the back of the
strong convective area, and a rear inflow jet at the back of the squall line, which is favorable
for the squall line to evolve into a bow-shaped structure. The Morrison scheme (Figure 12b)
shows west winds at the back of the strong convective area, but the intensity is not strong.
For the NSSL scheme (Figure 12c), no obvious rear inflow jet exists and thus a bow-shaped
squall line does not form. The WDM6 scheme (Figure 12d) shows strong west winds at the
back of the strong convective area, and generates the strongest rear inflow jet among the
four schemes, and accordingly a bow-shaped squall line is well simulated.
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In order to directly reveal the influence of different double-moment MP schemes
on wind fields, Figure 13 gives the observed and simulated radar radial velocity at the
elevation of 0.5◦ of the Nanchang radar. The observed radial velocity has a large negative
velocity region to the north-west, and the largest radar radial velocity is up to −24 m·s−1,
indicating a rear inflow jet. With the WDM6 scheme, there is also one large negative velocity
region to the west and south-west, slightly different from the observations, but the largest
radar radial velocity is also up to −24 m·s−1. With the other three schemes, there is also one
large negative velocity region to the west and south-west, but their intensities are weaker
compared with the observations, especially regarding the NSSL scheme. Therefore, the
WDM6 scheme generates the strongest rear inflow jet among the four schemes, and the
strength of simulated rear inflow matches the observation well.
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To guarantee the representativeness, Figure 14 shows the vertical cross-section of
zonally averaged (10 isometric profiles over 28◦ N–29◦ N) wind vectors and perturbation
potential temperature at 2230 UTC. A rear inflow jet exists at 800–500 hPa using the
Milbrandt, Morrison and WDM6 schemes. For the Milbrandt scheme (Figure 14a), a strong
updraft exists in front of the strong convective area from 900 hPa to 300 hPa, which does
not seem reasonable, as the observed squall line is about to enter the weakening stage. The
simulations with the Morrison scheme (Figure 14b) are similar to those with the Milbrandt
scheme, but the strength of the rear inflow jet, updraft and downdraft are all weaker. For
the NSSL scheme (Figure 14c), the airflow in the lower layer converges in front of the squall
line with weak updrafts and no rear inflow jet, so the simulated squall line does not evolve
into a bow-shaped squall line. The rear inflow merges with the cold pool outflow in the
WDM6 scheme (Figure 14d), and, furthermore, extends from the middle levels at the back
of the squall line to lower levels at the leading region, thus cutting off environment inflow,
showing the simulated bow-shaped squall line is in the mature stage and about to enter
the weakening stage, which is consistent with the evolution characteristics of the observed
squall line.
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in Figure 14d is the cold pool boundary. The square box in the upper−right corner in (b) shows
10 m·s−1 wind.
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4.3. Thermal Characteristics

The cold pool plays an important role in the formation of a bow-shaped squall line [49].
In this paper, the perturbation potential temperature (the potential temperature at each
grid point minus the average in the simulated region) at 925 hPa is used to diagnose the
cold pool. Figure 15 shows the perturbation potential temperature and wind fields at
925 hPa with the four different double-moment MP schemes at 2230 UTC 15 April 2016.
For the Milbrandt scheme (Figure 15a), the strong convective area corresponds to low
disturbance potential temperature, and the cold pool is accompanied by cold pool outflows
perpendicular to the strong convection line. However, the range of the cold pool is small
and its intensity is weak, and the cold pool outflows are also weak. The lowest perturbation
potential temperature is only −2 K. There is only a small range of cold pool using the
Morrison scheme, but no cold pool outflows perpendicular to the strong convective line
(Figure 15b), which may be one reason that the structure of the simulated bow-shaped
squall line is very loose. The NSSL scheme (Figure 15c) does not generate an obvious
cold pool or cold pool outflows, which can be one reason that the simulated squall line
does not evolve into a bow-shaped squall line. The cold pool simulated by the WDM6
scheme (Figure 15d) is relatively obvious. The strong convective area corresponds to low
perturbation potential temperature with the lowest value under −4 K, and, moreover,
strong cold pool outflows exist, which all contribute to the simulated squall line evolving
into a bow-shaped squall line.
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Figure 15. The 925 hPa wind fields (vector, units: m·s−1) and perturbation potential temperature
fields (shaded, unit: K) with four different double−moment MP schemes at 2230 UTC 15 April 2016.
The square box in the upper−right corner shows 10 m·s−1 wind.

As shown in Figure 14, the perturbation potential temperatures simulated by the four
schemes have a similar spatial structure in the strong convection area with a cold area in
the middle and lower layers and a warm area in the middle and upper layers. Among
the four schemes, the cold pool simulated by the NSSL scheme is most shallow, and the
warm area in the middle and upper layer is the weakest. Compared with the observations,
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the location of the cold pool is to the west, which obviously lags behind the other three
schemes. The strength of the cold pool with the Morrison scheme is weaker than with the
Milbrandt scheme, resulting in a weaker simulated bow-shaped squall line. The cold pool
simulated by the WDM6 has the largest range and the strongest intensity, with the lowest
potential temperature of under −6 K. The reason is that the simulated strong rear inflow
directly transports cold air from the middle layers to the lower layers in the convection
area, intensifying evaporative rate and cooling effect. Then, the strongest cold pool and
cold pool outflow are generated, and eventually the straight squall line evolves into a
bow-shaped one.

4.4. Distribution Characteristics of Hydrometeors

To further explore possible reasons why the evolution and structure of the simulated
squall lines are different with the four double-moment MP schemes, we present the verti-
cal profiles of domain-averaged hydrometeor mixing ratio simulated by each scheme at
2230 UTC 15 April 2016 in strong convective areas (Figures 16 and 17). We define the strong
convective area based on previous study [50–54].
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Figure 16. Vertical profiles of domain−averaged hydrometeors mixing ratio (units: g·kg−1) in strong
convective areas with four different double-moment MP schemes at 2230 UTC 15 April 2016. (a) ice,
(b) cloud water, (c) graupel, (d) snow, (e) rain water (black line: WDM6 scheme, green line: NSSL
scheme, blue line: Morrison scheme, red line: Milbrandt scheme).
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Figure 17. Vertical profile of domain−averaged hail mixing ratio (units: g·kg−1) in strong convective
areas in Milbrandt MP schemes at 2230 UTC 15 April 2016.

In strong convective areas, it can be found that the mixing ratio of snow and graupel
in the upper troposphere is much larger than for ice. The mixing ratio of graupel is the
largest, except for the NSSL scheme, in which the snow mixing ratio is the largest. Cloud
water exists in the upper troposphere, indicating the existence of super cold water in the
four schemes. The curves of cloud water mixing ratio almost overlap in the four schemes
below 800 hPa. For the WDM6 scheme, the rain water mixing ratio is the largest among the
four schemes. The rain water mixing ratio increases rapidly from 400 hPa to 650 hPa and
reduces quite rapidly below 650 hPa compared with the other three schemes, representing
a large amount of rain water evaporative cooling during the falling process. Therefore, the
WDM6 scheme produces the strongest cold pool and rear inflow jet, which is consistent
with the simulation results described above. The layers where rain water rapidly increases
correspond with those in which both graupel and snow rapidly decrease. Therefore, the
rain water mainly comes from the melting of graupel and snow, and the melting of graupel
contributes the most.

For the Milbrandt scheme, the distribution of rain water is different from the WDM6
scheme, with a slow decrease under 650 hPa, but a large amount of hail decreases under
650 hPa (Figure 17), so the melting of hail and the evaporation of rain water coexist, which
both contribute to the formation of the cold pool and rear inflow jet. The reason may be
that graupel and hail are separated from each other and coexist only in the Milbrandt
scheme. The density of hail is much larger than graupel and the falling velocity is also
much faster than graupel, so that hail can fall below 650 hPa and melt to rain water. Besides,
the mixing ratio of snow and graupel in the Milbrandt scheme is smaller than in the WDM6
scheme, but the mixing ratio of the rimed ice particle in both schemes is almost equal and
the distribution characteristics of the rimed ice particle in the Milbrandt scheme are similar
to the WDM6 scheme. Therefore, rain water in this scheme mainly comes from the melting
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of graupel, hail and snow. The hail melts to rain below 650 hPa, so the decrease in the rate
of rain water under 650 hPa is slow.

For the Morrison scheme, the distribution of rain water is similar to the WDM6 scheme
with a decrease under 650 hPa, but the mixing ratio of rain water is lower than for the
WDM6 scheme in all layers and the decrease rate is far smaller than for the WDM6 scheme,
thus forming a relatively weaker cold pool and rear inflow compared with the WDM6
and Milbrandt. The simulation results of the NSSL scheme are significantly different from
the other three schemes. The rainwater mixing ratio is very low and hardly decreases
below 650 hPa and no ice phase particles exists below 650 hPa. Therefore, the rainwater
evaporation is very small, and no obvious cold pool and rear inflow jet form, which is
consistent with the simulation results described above. Furthermore, the content of ice
phase particles in the upper troposphere is rather low, and especially the mixing ratio of
graupel is obviously lower than for the other schemes.

Double-moment bulk MP schemes can simultaneously predict both the mixing ratio of
the hydrometeors and their number concentrations. Vertical profiles of domain-averaged
rain water number concentration at 2230 UTC 15 April 2016 with the four different double-
moment MP schemes in strong convective areas are shown in Figure 18. It can be seen
that the rain water number concentration in the WDM6 scheme is nearly a dozen times
larger than for the other three schemes, and the mixing ratio of rain water in the WDM6
scheme is also the largest (Figure 16e). Therefore, the rain water simulated by the WDM6
scheme has minimum volume and the largest surface area, which might help to produce
more evaporation of rain water and formation of a stronger cold pool, and successfully
simulate the process of the straight squall line evolving into the bow-shaped squall line.
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Figure 18. Vertical profiles of domain-averaged rain water number concentration (units: 104 kg−1)
with four different double−moment MP schemes at 2230 UTC 16 April 2016 in strong convective
areas. (black line: WDM6, green line: NSSL, blue line: Morrison, red line: Milbrandt).

5. Summary

In this study, the bow-shaped squall line that occurred in East China on 15 April
2016 is simulated using four different double-moment MP schemes (Milbrandt, Morrison,
NSSL and WDM6) in WRF. To reduce the impact of initial condition uncertainties on
the simulation, radar reflectivity data were assimilated using the cloud analysis method
and radar radial velocity data were assimilated by the GSI-3DVar with IVAP observation
operators. Based on the simulation results, the evolution and structural characteristics of
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the thermodynamics and cloud microphysics of the squall line were analyzed, and the
effects of the MP schemes on simulating the processes of a straight squall line evolving into
a bow-shaped one were revealed. The main conclusions are summarized as follows:

(1) The evolution process simulated by the four double-moment MP schemes are quite
different. The WDM6 scheme can reproduce the process of the straight squall line
evolving into a bow-shaped squall line well, in concurrence with the observations. The
squall lines simulated by the Milbrandt and Morrison schemes also evolved into bow-
shaped squall lines, but the simulated results were different from the observations. The
NSSL scheme only simulates a broken straight squall line. Threat Scores and Fractions
Skill Scores further show that the WDM6 scheme has the best skill in simulating the
strong convective area, followed by the Milbrandt, Morrison, and NSSL scheme.

(2) Simulations with WDM6, Milbrandt and Morrison schemes reasonably produce the
cold pool and the rear inflow jet when the squall line evolves into a bow-shaped squall
line. However, only with the WDM6 scheme does the rear inflow merge with cold
pool outflows and extend from the middle levels at the back of the squall line to lower
levels at the leading region, which is consistent with the evolution characteristics of
the observed squall line. The cold pool and the rear inflow simulated by Milbrandt
scheme are weaker than those by the WDM6 scheme, but strong updraft exists in front
of the strong convective area from 900 hPa to 300 hPa, which is not reasonable, because
the observed squall line is about to enter the weakening stage. The simulated cold
pool and rear inflow with the Morrison scheme is weaker than the Milbrandt scheme.
For the NSSL scheme, no obvious cold pool and rear inflow jet were generated.

(3) The vertical distribution of hydrometeors in the strong convective area can be used
to explain the different simulated results. For the WDM6 scheme, the simulated
rain water has the largest mixing ratio and number concentration and the rain water
reduces fastest during the falling process, resulting in the strongest cold pool and
rear inflow jet, which help the straight squall line evolve into a bow-shaped squall
line. For the Milbrandt scheme, both the mixing ratio and number concentration of
rain water is less than for the WDM6 scheme, both hail melting and rain evaporation
contribute to the formation of a cold pool and rear inflow jet. The simulated rainwater
with the Morrison scheme decreases slowly during the falling process with weaker
evaporation cooling and a weaker cold pool, and then a weaker rear inflow compared
with the Milbrandt and WDM6 schemes. The distribution of simulated hydrometeors
with the NSSL scheme is quite different from the other three schemes. The rainwater
mixing ratio is very low and hardly decreases below 650 hPa. The evaporation cooling
rate with the NSSL scheme is the minimum among the four schemes, and forms the
weakest cold pool and rear inflow, which is an important reason that the squall line
always appears as a broken straight squall line, instead of evolving into a bow-shaped
squall line.

6. Discussions

Among the four MP schemes, our study indicates that the simulation with the WDM6
scheme can best reproduce the evolution process from a straight squall line to a bow-shaped
squall line. However, the result is based on only one bow-shaped squall line happening
in an environmental condition different from typical bow-shaped squall lines with a low
CAPE and an intense vertical wind shear in East China. Future work should repeat these
types of studies for more observation cases happening in different environments, perhaps
including high-CAPE and low-shear environments or more. In addition, this paper does
not address the difference of microphysical processes, such as cloud droplet activation
processes, source and sink of different hydrometeors, latent heat release and absorption
rates. Moreover, the four MP schemes could not properly capture the stratiform area and
thus further study is needed to clarify the physical reasons. In addition to the MP schemes,
the boundary layer parameterization (BLP) scheme also has a great influence on MCS
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simulations [55–59]. Therefore, future study is also needed to investigate the impact of BLP
schemes on the simulation of straight squall lines evolving into bow-shaped squall lines.
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