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Abstract: An empirical orthogonal function (EOF) analysis was performed for the inner core of
Typhoon Hagibis (2019) in the intensification phase. The Himawari–8 geostationary infrared (IR)
brightness temperature (BT) collocated at the Hagibis’s center was combined with the IR BT simulated
by a radiative transfer model, with 1 km ensemble simulations conducted by an atmosphere model
and the coupled atmosphere–wave–ocean model. The ensemble simulations were conducted under
one control atmospheric initial condition and the 26 perturbed ones with two different oceanic initial
conditions. The first four EOF modes showed symmetric and asymmetric patterns such as a curved
band, cloud dense overcast, and eye pattern used in the classification of the Dvorak technique.
The influence of ocean coupling on the modes appeared only in the early intensification phase but
was relatively small compared to the difference from the Himawari–8 observations. While ocean
coupling and different oceanic initial condition quantitatively affected the IR BT, the normalized
amplitude for the first EOF mode did not become close to that of the Himawari–8 observation in the
late intensification phase. The intensification rate in the late intensification phase was inconsistent
between the simulation results and the estimate from the Himawari–8 normalized amplitude by
multiple linear regression analysis.
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1. Introduction

Principal component analysis (PC) (or empirical orthogonal function analysis (EOF))
is a method that can select representative modes by linear mode expansion so as to explain
the largest variance, which is obtained by solving for the eigenvalues and eigenvectors of
the variance–covariance matrix. Although the representative modes are not necessarily
connected with physical processes, previous studies have indicated that the modes are
sometimes associated with internal variability in the atmosphere and ocean, and some
indices have been used in climate change monitoring, such as Arctic oscillation [1], boreal
summer intraseasonal oscillation [2], and Madden–Jullian oscillation [3]. PC has also been
recently applied to study winter storms on the US east coast [4,5]. As an example of tropical
cyclone (TC) studies, the EOF analysis for TC heat potential suggested that ocean warming
may be responsible for lowering of the central pressure of Typhoon Hagibis in 2019 [6]. This
result was supported by the results of ensemble experiments with a perturbed atmospheric
initial condition by comparing the differences in simulated central pressures between the
experiments with an oceanic daily initial condition and the climatological mean [7].

Ensemble experiments have become a mainstream method in stochastic forecasting
and projecting of weather and climate with the improvement of computer technology. TC
forecasting is no exception, with a multicenter ensemble of deterministic forecasts collected
from major numerical prediction centers and an ensemble product that is calculated by
a single model with different initial conditions created by adding perturbations [8]. The
application of the ensemble method to typhoon forecasting has contributed to a steady
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improvement in TC track forecasting [9]. However, TC intensity forecasting has improved
more slowly than TC track forecasting [10]. Although technologies associated with observa-
tions, TC analysis and TC forecasting, are becoming more sophisticated [11], understanding
a real TC intensity remains a scientific challenge.

Since aircraft observations have not been conducted operationally in the Northwest
Pacific since 1987, the method proposed by Dvorak [12] has been one of the important
methods for estimating TC intensity for meteorological centers in the world. There have
been many studies on the development of objective Dvorak methods [13,14] and TC
intensity analysis using various satellite data [15]. Due to the accuracy of the retrieved
physical quantity and frequency of observation, such analysis data are usually used as
complementary information to the TC intensity estimate based on the Dvorak analysis.
However, various problems have been pointed out, such as problems in TC intensity in
mid–latitudes where water temperatures become low [14]. With limited opportunities to
verify Dvorak–based TC intensities from aircraft or the other in situ observations, there is
also a question of whether the relationship between TC intensities and cloud systems, such
as band, cloud dense overcast, and eye patterns will remain unchanged under increasing
water temperatures and global warming [6,16].

Numerical simulations by a sophisticated numerical model with a high resolution are
an effective way for accurately estimating TC intensity in that the cloud systems represented
by simulated brightness temperatures (BTs), which are dynamically and thermodynamically
linked to simulated central pressures and maximum wind speeds. However, there is still
room for further study on how to efficiently analyze the enormous data obtained from
a large ensemble simulation. Therefore, we attempt to interpret the relation of Dvorak
BT patterns to representative PC or EOF modes within the framework of TC inner–core
dynamics and thermodynamics and multiple linear regression analysis. To conduct EOF
analysis, we combined the Himawari–8 BT [17] with the results of ensemble simulations,
conducted with/without ocean coupling, under two different oceanic initial conditions.
In this study, we conducted an EOF analysis for a limited area collocated at the TC center
and the phase was focused on the intensification of Hagibis. Hagibis was selected in
this study because it caused river flooding over a broad area in Japan and was of great
social concern [6] and preliminarily ensemble simulations have been already conducted [7].
However, the intensification and the maximum intensity of Hagibis was not well simulated
in the ensemble experiment. In addition, the results of ensemble simulations have not been
validated with the Himawari–8 BT. One of the objectives of this study is to understand to
what extent the results of ensemble simulations could reproduce the ‘real’ cloud patterns in
the intensification phase of Hagibis observed by Himawari–8. This objective includes the
question of whether differences in the oceanic preexisting condition and ocean coupling do
influence the relationship between TC intensities and cloud systems. The clarification is
expected to contribute to the improvement of TC intensity analysis in the intensification
phase, although this study is only a case study.

Previous studies have indicated that TC intensification is affected by deep–layer
vertical wind shear (VWS) [18,19], although the VWS is not a dominant factor of the onset
of rapid intensification (RI) [20,21]. There have been a number of studies on the relation
between deep–layer VWS and RI and structural changes [21–27]. The majority of RI cases
occurred in low VWS (<4.5 m s−1) [22]. The moderate VWS (4.5–11 m s−1) resulted in the
increase in upshear outflow, which was associated with active convection on the upshear
side [23,24], resulting in RI. VWS is sometimes divided into environmental VWS and TC–
induced VWS. The magnitude of environmental VWS affected the size and strength of the
warm core at around the TC center in addition to TC intensification rate and structural
change [26]. Even under strong environmental wind shear (>10 m s−1), the TC–induced
outflow withstood the strong upper–tropospheric environmental flow [27]. The intensified
TC–induced outflow blocked the upper–level environmental flow, which led to a decrease
in the TC–induced VWS [23]. The magnitude of environmental VWS also affected the TC
inner–core structure, such as monopole, ring–like, and wavenumber–1 asymmetric patterns
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(Figure 3 in [22]). A study using the results of an ensemble simulation indicated that
TC intensification rates differed between ring–like and monopole states [28]. A question
arises as to whether the inner–core structural changes and associated intensity changes,
particularly simulated TC intensification rates, are connected with those indicated by the
Dvorak analysis. Thus, the other objective of this study is to determine the extent to which
the dynamic and thermodynamic processes obtained from numerical simulations explain a
real TC intensification and its structural change. The thermodynamic processes include
the effects of ocean coupling and the oceanic preexisting condition. The clarification is
expected to contribute to the improvement of numerical models and TC forecasting.

The remainder of this paper is organized as follows: Section 2 briefly describes the
Himawari–8 data, numerical models, their configuration, and specification for a series of
ensemble numerical simulations, and how to apply an EOF analysis to them. Section 3
shows the results of ensemble simulations and those of EOF analysis in the entire, early, and
late intensification phases, respectively. Section 3 also shows the results of a multiple linear
regression analysis using a 6 h simulated central pressure tendency and the Himawari–8
normalized amplitude of the first four EOF modes. Section 4 discusses the availability and
limit of the application of a EOF analysis to TC ensemble simulations. Section 5 summarizes
this study.

2. Data and Methods

This study used full–disk data of infrared (IR) satellite BT (the unit is K) of Himawari–
8 band 13 (b13: the wavelength is 10.4 µm) [17] every 3 h from 6 to 7 October in 2019.
The reference of Hagibis was obtained from the Regional Specialized Meteorological Cen-
ter (RSMC) Tokyo best–track archive [29] and Joint Typhoon Warning Center best–track
archive [30]. The ensemble simulations were conducted by a nonhydrostatic atmosphere
model (NHM) and the atmosphere–wave–ocean coupled model (CPL) [31] with oceanic
daily initial condition and the climatological mean oceanic condition, the average for
26 years from 1993 to 2018 (AVE). The specifications are listed in Table 1. NHM, CPL,
NHMAVE, and CPLAVE are experiment names that will be used thereafter.

Table 1. Experiment name and model physics in the atmosphere and air–sea interface.

NHM CPL NHMAVE CPLAVE

model A nonhydrostatic
atmosphere model

Coupled atmosphere–wave–
ocean model

A nonhydrostatic
atmosphere model

Coupled atmosphere–wave–
ocean model

Microphysics Ikawa and Saito (1991) [32], Lin et al. (1983) [33]

Surface flux Kondo (1975) [34] Taylor and Yelland (2001) [35],
Wada et al. (2018) [31] Kondo (1975) [34] Taylor and Yelland (2001) [35],

Wada et al. (2018) [31]
Turbulence Klemp and Wilhelmson (1978) [36], Deardorff (1980) [37]
Radiation Sugi et al. (1990) [38]

In Table 1, we used an explicit three–ice bulk microphysics scheme [32,33]. Air–sea
momentum fluxes and sensible and latent heat fluxes, with exchange coefficients for air–
sea momentum and enthalpy transfers over the sea, were based either on bulk formulas
of Kondo [34] or, when the ocean wave model was coupled, on the roughness lengths
proposed by Taylor and Yelland [35], a sea spray formulation [31], a turbulent closure
model [36,37], and a radiation scheme [38]. No cumulus parameterization was used in the
ensemble simulations

The model configuration for ensemble experiments is shown in Table 2. The initial
time was 00 UTC on 6 October in 2019. The CPL consists of the nonhydrostatic atmosphere
model (same as NHM), ocean wave model, and ocean model [31]. The time step of each
component was different as was shown in Table 2. The horizontal resolution of NHM
and CPL was 1 km. The computational domain was single and covered the domain of
1620 km (west to east) × 990 km (south to north), centered at 15◦ N, 150◦ E in the Lamber
Conformal Conic projection. The NHM used 55 levels in vertical coordinates, with the
intervals ranging from 40 m for the near–surface layer to 1013 m for the uppermost layer,
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and the top height was approximately 27 km. Sea surface temperature (SST) at the initial
time was created by linear interpolation from analyzed data obtained from the microwave
optimally interpolated SST daily product (obtained from the Remote Sensing Systems
site [39]). Climatological mean SST on 5 October was calculated as the average for 20 years
during 1999–2018 from the SST daily product. In order to create the oceanic initial condition,
except for SST, we used the North Pacific version of Four–dimensional variational Ocean
ReAnalysis dataset for the western North Pacific (FORA) spanning 1996–2015 [40] and
the subsequent oceanic analysis data operationally analyzed in the Japan Meteorological
Agency (JMA) from January 2016. The horizontal resolution was 0.5◦ in the longitude–
latitude coordinate system. Climatological mean ocean initial condition on 5 October was
calculated by linear interpolation as the average for 26 years during 1993–2018 by using
FORA dataset (from 1993 to 2015) and JMA dataset (2016–2018).

Table 2. Configuration in each ensemble experiment.

NHM CPL NHMAVE CPLAVE

Simulation period From 00 UTC on 6 October (initial time) to 18 UTC on 7 October in 2019

Time step 3 s
3 s (Atmosphere), 18 s

(Ocean), 6 min
(Ocean wave)

3 s
3 s (Atmosphere), 18 s

(Ocean), 6 min
(Ocean wave)

Computational domain
and map system 1620 km x 990 km centered at 15◦ N, 150◦ E, Lambert Conformal Conic projection

Horizontal resolution and
vertical layer

1 km and 55 levels in vertical coordinates with intervals ranging from 40 m for the near–surface layer to 1180 m for
the uppermost layer (top height is 27,440 m)

SST Microwave SST on
5 October

Microwave SST on
5 October

Climatological mean
microwave SST on
5 October during

1999–2018

Climatological mean
microwave SST on
5 October during

1999–2018

Ocean data (temperature,
salinity, and

current velocities)
–

JMA mean North Pacific
oceanic daily analysis on

5 October
–

Climatological mean
North Pacific Ocean daily

reanalysis [36] on
5 October during

1993–2018 (including JMA
analysis during

2016–2018)
Atmospheric data JMA 6 hourly global atmospheric analysis data with a horizontal grid spacing of approximately 20 km

Perturbation JMA global atmospheric ensemble prediction data with a horizontal grid spacing of 1.25◦ at 00 UTC on 6 October
The number of

ensemble simulation 1 control experiment and 26 experiments with perturbation

The atmospheric initial and boundary conditions in the control run were created by
linear interpolation from JMA 6 hourly global atmospheric analysis data with a horizontal
grid spacing of approximately 20 km. The interval of the atmospheric boundary condition
was 6 h. In addition, global atmospheric ensemble prediction data with a horizontal grid
spacing of 1.25◦ obtained from JMA, of which the number of ensemble members was 26,
were used to add perturbations to the atmospheric initial condition in the control run. VWS
was calculated from the objective global analysis as the difference in horizontal wind speeds
between 850 hPa and 200 hPa levels in the annulus between 100 km and 800 km from the
TC center. For simulation results, VWS was calculated as the difference in horizontal wind
speeds between the 13th (~1500 m) and 38th (~14,000 m) levels in the annulus, between 100
and 500 km from the TC center. The radiative transfer for television infrared observation
satellite operational vertical sounder TOVS (RTTOV) [41] was used for simulating the IR
BT of b13 collocated at the TC center in each ensemble simulation. An EOF analysis was
performed by changing a Fortran code used by Wada and Chan [11] and by combining the
Himawari–8 geostationary IR BT of b13 collocated at the TC center with the simulated IR
BT in the NHM, CPL, NHMAVE, and CPLAVE experiments (Figure 1).
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Hagibis rapidly enlarged its size from its genesis at 18 UTC on October 5 in 2019 
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water intensity changes, corresponding to approximately +15 m s−1 or greater [19]. From 
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it rapidly intensified and reached the minimum central pressures of 915 hPa (RSMC–To-
kyo: Black line in Figure 2a) and 890 hPa (JTWC: Red line in Figure 2a). The west–north-
westward movement of Hagibis was reasonably simulated in all ensemble experiments 
(Figure 2a). In Figure 2a, however, the tracking appears to start from 6 h because the center 
location of simulated TC from 0 h to 6 h integration time was detected near the TC position 
at 6 h. The tracking method used in this study was simple: The location of minimum sea–
level pressure near the RSMC–Tokyo best–track position was detected at 0 h and then the 
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centered at the previous TC position. Therefore, the period from 0 h to 12 h integration 
time was not used for the EOF analysis in this study. In addition, the simulated TC was 

Figure 1. Schematic diagram of the dataset for applying EOF analysis. The EOF analysis was
conducted for the Himawari–8 IR BT and RTTOV–simulated IR BT in the CPL, NHM, CPLAVE, and
NHMAVE experiments. The analysis domain was a square of 200 km × 200 km collocated at the TC
Center. t indicates the integration time. n indicates the number of integration times (n = 6 in this
study). The total number of data were 654 for each EOF analysis.

3. Results
3.1. Results of Ensemble Simulations

Hagibis rapidly enlarged its size from its genesis at 18 UTC on October 5 in 2019
(15.1◦ N, 157.4◦ E) to its RI. RI is usually defined as the 95th percentile of all 24 h over–water
intensity changes, corresponding to approximately +15 m s−1 or greater [19]. From 00 UTC
on 6 October to 00UTC on 8 October, while Hagibis moved west–northwestward, it rapidly
intensified and reached the minimum central pressures of 915 hPa (RSMC–Tokyo: Black
line in Figure 2a) and 890 hPa (JTWC: Red line in Figure 2a). The west–northwestward
movement of Hagibis was reasonably simulated in all ensemble experiments (Figure 2a).
In Figure 2a, however, the tracking appears to start from 6 h because the center location
of simulated TC from 0 h to 6 h integration time was detected near the TC position at 6 h.
The tracking method used in this study was simple: The location of minimum sea–level
pressure near the RSMC–Tokyo best–track position was detected at 0 h and then the location
at the next output integration time was tracked within an area of 2◦ × 2◦ degrees, centered
at the previous TC position. Therefore, the period from 0 h to 12 h integration time was
not used for the EOF analysis in this study. In addition, the simulated TC was close to the
north and western edges of the computational domain after 42 h. This is why the analysis
period ranged from 12 h to 42 h integration times.

Figure 2b shows the timeseries of RSMC–Tokyo best–track, JTWC best–track, and
simulated central pressures in the NHM, CPL, NHMAVE, and CPLAVE ensemble experi-
ments. It should be mentioned that this study focuses only on the central pressure as an
indicator of TC intensity. The timeseries of simulated central pressures is depicted as a
box–and–whisker plot for each ensemble experiment. Each box in Figure 2b shows an
interquartile range of normalized amplitude from the 25th percentile to 75th percentile,
with the lowest and highest data points in each ensemble simulation excluding any outliers.
‘X’ indicates the mean value and ‘−’ indicates the median.
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Figure 2. (a) RSMC–Tokyo best–track, JTWC best–track, and ensemble mean simulated tracks in
the NHM (gray), CPL (blue), NHMAVE (green), and CPLAVE (magenta) experiments together with
simulated track in each member. Circles show the position every 3 h with colors indicating their
simulated central pressure. (b) RSMC–Tokyo best–track, JTWC best–track, and ensemble mean
simulated central–pressure evolution with box–and–whisker plots in the NHM, CPL, NHMAVE, and
CPLAVE experiments. ‘X’ indicates the mean value and ‘−’ indicates the median. Circles with a solid
line indicate the RSMC–Tokyo (black) and JTWC (red) best–track central pressure.

All mean simulated central pressures reached their lowest value within 42 h (Figure 2b).
The difference in mean simulated central pressures between the NHM, CPL, NHMAVE,
and CPLAVE ensemble experiments was approximately 10 hPa at 42 h. The mean simulated
central pressure in the NHM and CPL experiments with the oceanic initial condition created
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from the daily analysis was a lower mean than that in the CPLAVE and NHMAVE with
the climatological mean oceanic initial condition. The mean simulated central pressure in
the CPL (CPLAVE) experiment was higher than that in the NHM (NHMAVE) experiment
due to the lowering of the simulated SST along the track during the integration [7]. These
results were consistent with [31]. It should be noted that the RSMC–Tokyo and JTWC
best–track archives showed a large difference in Hagibis’s central pressure, especially at
18 h (18 UTC on 6 October) and 36 h (12 UTC on 7 October). Due to the lack of in situ
observations on the central pressure, it is not possible to conclude which is more accurate.
Since the two best–track central pressures were based on TC intensity estimates based on
the Himawari–8 IR BT data and the Dvorak method [12], it is possible to determine which
is more accurate by comparing the simulated and observed IR BTs of b13 by considering
the relation of simulated IR BT of b13 to the central pressure of simulated TC through the
EOF analysis conducted in this study.

The simulated IR BT of b13 was calculated by RTTOV with the ensemble simulation
results. A 200 × 200 grid area with the horizontal resolution of 1 km collocated at the TC
center was extracted from each simulation result every 3 h from 12 h to 42 h integration
times. Although the area includes the maximum wind speed radius of simulated Hagibis
(40~50 km average), it does not necessarily include all the outer band area. Expanding the
calculation area possibly reduced the ratio of the variation in the representative modes to
the overall variation. Therefore, this study will mainly focus on the representative EOF
modes of cloud dense occlusion (CDO) and eye (EYE) types based on the Dvorak method
for simulated TC intensity.

Figure 3 shows the distribution of Himawari–8 IR BT of b13 around the TC center
(Figure 3a–c) and that simulated by RTTOV with the simulation result conducted as the
control run in the CPL experiment (Figure 3d–f) along with the VWS calculated with the
global analysis data (Figure 3a–c) and the simulation result (Figure 3d–f) at the correspond-
ing integration time, respectively. The vector of TC motion in Figure 3a–c was calculated
by using the JMA early Dvorak positions 3 h before and after the specified time, while
that in Figure 3d–f was calculated by using the simulated positions 3 h before and after
the specified time in the CPL control experiment. The JMA early Dvorak dataset is a
preliminary analysis for operational use before the best track is confirmed [42]. Although it
is not definitive and subjective, it contains various information obtained from the Dvorak
analysis. According to the JMA early Dvorak analysis, the cloud pattern showed a curved
band at 18 UTC on 6 October, a CDO at 00 UTC on 7 October, and an EYE pattern at 06 UTC
on 7 October, while the cloud pattern changed from poorly defined circulation to well
defined circulation and then to EYE type according to the JTWC ATCF dataset [43].

A previous study [44] classified TCs in the Northwestern Pacific from 1998 to 2008
into 10 clusters by performing a PC analysis for the TCs that were collocated in a box area
of 3◦ × 3◦ with the Tropical Rainfall Measuring’ Mission’s (TRMM) Microwave Imager
(TMI) BT data. When focusing on the distribution within ~2◦ × 2◦ (200 km × 200 km),
as addressed in Figure 3 with reference to 85 GHz PC results of [44], the results of the
EOF analysis showed various patterns, such as monopole, ring–like, and wavenumber one
patterns, which did not necessarily correspond one–to–one with the patterns in the Dvorak
analysis [12]. The direction of VWS was southwestward in both the objective global analysis
and simulation results, albeit with the differences in magnitude. The magnitude ranged
approximately 5~8 m s−1, corresponding to the moderate VWS [21,23]. The direction of TC
motion in Figure 3a–c was west–northwestward to westward, which was consistent with
the direction in Figure 3d–f.
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at the RSMC–Tokyo best–track position (red open circle) (a) at 18 UTC on 6 October, (b) at 00 UTC
on 7 October, and (c) at 06 UTC on 7 October in 2019 with VWS (red arrow and value). Lower
three panels show the horizontal distribution of IR BT of b13 simulated with RTTOV and results of
the numerical simulation in the CPL control experiment collocated at the simulated center position
(d) at 18 UTC on 6 October, (e) at 00 UTC on 7 October, and (f) at 06 UTC on 7 October in 2019 with
simulated VWS (red arrow and value). Yellow arrows and values indicate the moving direction and
speed of Hagibis between three hours before and after the specified integration time.

Figure 4 shows the horizontal distribution of the difference in IR BT of b13 between
the Himawari–8 and the simulation by RTTOV in the CPL, CPLAVE, NHM, and NHMAVE
control experiments at 06 UTC on 7 October. All experiments revealed that the distribution
had a wavenumber–1 asymmetric pattern. The differences between Figure 4a,b and those
between Figure 4c,d showed the effects of ocean coupling on the value of IR BT of b13. The
ocean coupling led to the slight difference in the wavenumber–1 asymmetric pattern of IR
BT of b13. The similar difference was caused by the difference in the oceanic initial condition.
However, both differences on the asymmetric pattern could not explain the differences in
the simulated central pressures shown in Figure 2b, although the curved–band pattern
shown in Figure 4 may be affected by the difference in simulated tangential winds (not
shown). The result implied that oceanic influences appeared in the simulated central
pressure values but were less apparent in the cloud patterns in the upper troposphere at
around the TC center.
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Figure 4. Horizontal distribution of the difference in IR BT of b13 between the Himawari–8 and
the simulation by RTTOV at 06 UTC on 7 October in the (a) CPL, (b) NHM, (c) CPLAVE, and
(d) NHMAVE control experiments. Cold (warm) colors indicate that the Himawari–8 IR BT of b13
was lower (higher) than the simulated IR BT of b13.

The EOF analysis was performed for the following three intensification periods by
combining the IR BT of b13 by RTTOV with ensemble simulations with the Himawari–8 IR
BT of b13. Each calculation was performed 100 times to apply a bootstrap method, allowing
for the duplication of ensemble members and substituting combinations.

• 12−42 h every 6 h: the entire intensification phase.
• 12−27 h every 3 h: the early intensification phase from poorly defined circulation to

well defined circulation.
• 27−42 h every 3 h: the late intensification phase from well–defined circulation to EYE.
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3.2. Entire Intensification Phase

The analysis period corresponds to the period from the poorly defined circulation
to the eye formation of Hagibis and the cloud pattern changing from a curved band to
EYE. Figure 5a–d show the time series of the normalized amplitude for the first four
modes (hereafter, EOF1, EOF2, EOF3, and EOF4, respectively). Figure 5e–h show the mean
variational patterns for EOF1, EOF2, EOF3, and EOF4, respectively. Each box shows a range
of normalized amplitudes from the 25th percentile to 75th percentile, with the lowest and
highest data points in each ensemble simulation excluding any outliers. ‘X’ indicates the
mean value and ‘−’ indicates the median. Blue, gray, magenta, and green colors show the
results of IR BT of b13 simulated by RTTOV with the CPL, NHM, CPLAVE, and NHMCPL
ensemble simulations, respectively. Red color with a black edge shows the results of
Himawari–8 IR BT of b13. The normalized amplitude for the results of Himawari–8 IR BT
of b13 was almost the same for 100 trials. The first four modes account for 30.1% for EOF1,
18.7% for EOF2, 11.0% for EOF3, and 7.1% for EOF4 of the total variation as an average
of 100 times (thus, the number of samples was 16,200 in each experiment and 600 in the
Himawari–8 observation), and the total accounts for 66.9% of the total variation. Each
mode was not contaminated by adjacent modes based on [45].

Figure 5e shows that EOF1 had a pattern with the same sign in the entire domain,
while Figure 5f–h show that EOF2–4 had the wavenumber 1 asymmetric pattern, which was
different from each other. At 12 h, the normalized amplitude of Himawari–8 EOF1 was out
of the box range in all ensemble simulations, even though any box range of the normalized
amplitude was relatively large. The normalized amplitude of Himawari–8 EOF1 remained
positive from 12 h to 42 h, but the sign from the 25th percentile to 75th percentile in all
ensemble simulations roughly changed from negative to positive values from 12 h to 30 h
and then changed to negative values at 42 h. In particular, the sign of the EOF1 normalized
amplitude from the 25th percentile to 75th percentile in all ensemble simulations was
different from that of Himawari–8 at 12 h and 42 h. The difference at 42 h indicates that TC
intensification represented by reduction in Himawari–8 IR BT of b13 could not be simulated
in all ensemble simulations. If a very few members can simulate the Himawari–8 EOF1
variation, it may be considered as an outlier for most ensemble simulations.

Figure 5f shows a similar pattern to Figure 5g in that the sign of the EOF2–3 variational
patterns at around the TC center differed from that in the outwardly spiraling area. The
EOF2 pattern showed negative ahead of the moving direction and positive behind of
it. However, the tendency of EOF2 normalized amplitude shown in Figure 5b differed
from that of EOF3 in Figure 5c in that the sign of the EOF2 normalized amplitude from
the 25th percentile to 75th percentile changed monotonically from positive to negative
as the integration time progressed (Figure 5b). This tendency of the EOF2 normalized
amplitude also quite differed from that of Himawari–8 at 12 h and 42 h, implying that the
TC translation (speed of TC motion and its direction) differed between the best tracks and
simulated tracks. In Figure 5c, the time variation of EOF3 normalized amplitude was not
so large, except at 12 h. The normalized amplitude in the ensemble simulations showed a
clear difference from that of Himawari–8 only at 42 h. At 12 h, the effect of ocean coupling
on the variation in the EOF3 normalized amplitude was clearly seen.

Figure 5h showed a pattern with different signs along the moving direction of TC,
which was associated with VWS (Figure 3). As shown in Figure 5d, the simulated EOF4 nor-
malized amplitudes at 18 h and 36 h were significantly different from those of Himawari–8.
Although the decreases in the simulated IR BT of b13 that appeared on the upshear side
were consistent with the previous studies [23,24], the sign of the Himawari–8 normalized
amplitude differed from the previous studies [23,24] and remained negative. This suggests
that the dynamic and thermodynamic processes obtained from numerical simulations
could not always explain the intensification and structural changes of real TC.
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Figure 5. The upper and middle box–and–whisker plots show the timeseries of the normalized
amplitude from 12 h to 42 h obtained from the EOF analysis for IR BT of b13 obtained from the NHM
(gray), CPL (blue), NHMAVE (green), and CPLAVE (magenta) experiments and Himawari–8 (red)
in the (a) first (EOF1), (b)second (EOF2), (c) third (EOF3), and (d) fourth (EOF4) modes. The lower
panels show the representative pattern of the (e) EOF1, (f) EOF2, (g) EOF2, and (h) EOF4 modes. Red
shows the positive value (≥ 0.2), whereas blue shows the negative value (≤-0.2).

3.3. Early Intensification Phase

The early intensification phase corresponds to the period of the strengthening of clear
circulation around the TC center. At 27 h, the cloud pattern of real Hagibis became EYE. The
first four modes accounted for 33.8% for EOF1, 17.5% for EOF2, 10.5% for EOF3, and 5.6%
for EOF4 of the total variation as an average of 100 times, respectively. The total accounted
for 67.4% of the total variation without any contamination between the modes [45]. In
Figure 6a, the sign of the Himawari–8 EOF1 normalized amplitude remained positive,
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while the simulation results had an increasing trend of the normalized amplitude going
from negative to positive during 12–18 h. At 12 h, the range of normalized amplitude was
broader than the range at the other integration times, indicating that the mode pattern was
not stable and was still affected by external conditions such as atmospheric and oceanic
conditions at 0 h to some extent.
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Figure 6. The upper and middle box–and–whisker plots show the timeseries of the normalized
amplitude from 12 h to 27 h obtained from the EOF analysis for IR BT of b13 obtained from the NHM
(gray), CPL (blue), NHMAVE (green), and CPLAVE (magenta) experiments and Himawari–8 (red)
in the (a) first (EOF1), (b) second (EOF2), (c) third (EOF3), and (d) fourth (EOF4) modes. The lower
panels show the representative pattern of the (e) EOF1, (f) EOF2, (g) EOF2, and (h) EOF4 modes. Red
shows the positive value (≥0.2), whereas blue shows the negative value (≤-0.2).
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The tendency of the normalized amplitude in Figure 6b quite differed from that in
Figure 6a in that it appeared to change the sign from positive to negative particularly in the
CPL and CPLAVE experiments, although the sign of the Himawari–8 normalized amplitude
remained positive, except at 42 h. At 18 h and 24 h, the value of the EOF2 normalized
amplitude in the ensemble simulations became close to that of Himawari–8. In Figure 6c, in
contrast, the value of the EOF3 normalized amplitude in the ensemble simulations became
abnormally higher than that of Himawari–8 during 18–24 h. In Figure 6d, the normalized
amplitude of Himawari–8 was lower than the EOF4 normalized amplitude in the ensemble
simulations, except at 15 h.

The effect of ocean coupling, represented by the difference in the normalized ampli-
tude between the CPL and NHM experiments and between the CPLAVE and NHMAVE
experiments, was clearly seen only at 12 h in the EOF2 (Figure 6b), EOF3 (Figure 6c),
and EOF4 (Figure 6d) modes, which was a little different from that in the EOF3 mode
in the entire intensification phase (Figure 5c). However, there is no effect of the oceanic
initial condition on the evolution of the normalized amplitude in the ensemble simulations,
unlike the result of the idealized numerical experiment [46]. From the idealized numerical
experiment, a relatively low water temperature at 0 h and sea surface cooling caused by
ocean coupling led to delaying the formation of a ring–like potential vorticity pattern in the
inner core, resulting in suppression of RI [46]. In other words, the effect of ocean coupling
was robust in the spin–up (early intensification) phase of TC, when the inertial stability
in the upper troposphere remained small, the horizontal scale of the TC was relatively
large, and the divergence was weakly counterclockwise. Although ocean coupling affected
the axisymmetrization process from the asymmetric pattern, it is inferred that it was not
essential for the EOF1 variational pattern and its associated TC intensification.

Figure 6e shows a similar EOF1 variational pattern to Figure 5e in that the sign was
negative over all of the 200 km × 200 km domain. This indicates that the TC intensification
shown in the Himawari–8 EOF1 mode could not be well simulated in the early integration
time, particularly at 12 h. When considering the sign of the variance together with the
EOF normalized amplitude, Figure 6f was similar to Figure 5f in that the sign of the EOF2
variational pattern showed negative ahead of the moving direction and positive behind of
it. However, the difference between Figures 5f and 6f existed near the TC center. Figure 6f
showed an asymmetric spiral pattern, which differed from a monopole negative–sign
area in Figure 5f. The negative EOF2 normalized amplitude (Figure 6b) with the positive
variational pattern (Figure 6f), particularly at 15 h, possibly indicated the northwestward
shift of simulated TC tracks. The EOF3 pattern in Figure 6g quite differed from that in
Figure 5g. The simulated VWS in the CPL control experiment was 6.0 m s−1 at 18 h, the
smallest in Figure 3d–f. The difference in the VWS possibly affected the difference in the
EOF4 pattern between Figures 5h and 6h, namely the difference between the entire and
early intensification phases. Relatively low VWS at 18 h in the CPL experiment led to a
monopole pattern in the vicinity of the TC center (Figure 6h), while relatively high VWS at
30 h in the CPL experiment led to an asymmetric pattern (Figure 5h).

3.4. Late Intensification Phase

The late intensification phase corresponds to the formation period of the TC eye.
The first four modes accounted for 33.2% for EOF1, 12.3% for EOF2, 10.1% for EOF3,
and 7.8% for EOF4 of the total variation as an average of 100 times, respectively. The
total accounted for 63.4% of the total variation without any contamination between the
modes [45]. In Figure 7a, the sign of the Himawari–8 EOF1 normalized amplitude remained
positive during 27–42 h, while the sign of the EOF1 normalized amplitude in the ensemble
simulations changed from positive to negative during 33−39 h. This suggests that TC
intensification implied by the Himawari–8 EOF1 normalized amplitude could not be
simulated in all ensemble simulations after 36 h, which was consistent with the result
shown in Figure 2b in that the simulated TC intensification had been suppressed after 36 h.
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Figure 7. The upper and middle box–and–whisker plots show the timeseries of the normalized
amplitude from 27 h to 42 h obtained from the EOF analysis for IR BT of b13 obtained from the NHM
(gray), CPL (blue), NHMAVE (green), and CPLAVE (magenta) experiments and Himawari–8 (red)
in the (a) first (EOF1), (b) second (EOF2), (c) third (EOF3), and (d) fourth (EOF4) modes. The lower
panels show the representative pattern of the (e) EOF1, (f) EOF2, (g) EOF2, and (h) EOF4 modes. Red
shows the positive value (≥0.1), whereas blue shows the negative value (≤−0.1).

In contrast, the Himawari–8 EOF2 normalized amplitude was consistent with that
in the ensemble simulations after 39 h (Figure 7b). In addition, the Himawari–8 EOF3
normalized amplitude was roughly consistent with that in the ensemble simulations at
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42 h. The results on the normalized amplitude after 39 h in the EOF2 and EOF3 modes was
different from that in the EOF1 mode. With respect to Figure 7d, the Himawari–8 EOF4
normalized amplitude was consistent with that in all ensemble simulations, but the box
range from the 25th percentile to 75th percentile became wide, particularly at 30 h and
33 h. This suggests that the Himawari–8 EOF4 normalized amplitude at 30 h and 33 h
depended on how the ensemble members were selected. In other words, there may be
more uncertainty in the EOF4 mode, particularly at 30 h and 33 h, due to atmospheric and
oceanic initial conditions than at the other integration times.

In Figure 7e, the EOF1 variational pattern was monopole. The result further empha-
sized the results of Figure 5e on the fact that the TC intensification, represented by reduction
in the Himawari–8 IR BT of b13, could not be simulated in all ensemble simulations. From
the comparison between Figures 5f and 6f, the EOF2 variational pattern in Figure 7f clearly
showed a north–northwest to south–southeast wavenumber–1 asymmetric pattern. Since
the Himawari–8 normalized amplitude alternatively changed the sign, however, the role
of the EOF2 mode in TC translation did not become clear in the late intensification phase.
In contrast, Figure 7g shows an east–west asymmetric pattern with different signs, being
consistent with the direction of TC motion (Figure 3). Figure 7h differed from the previous
EOF variational patterns in that the absolute value of the variance was lower than 0.2 over
all of the 200 km × 200 km domain, an indication that the variance in the EOF4 mode was
not significant, although the contrast of the variance at the eye to that outside of the eye
seemed to be clear in Figure 7h. The wide box range of the Himawari–8 IR BT of b13 from
the 25th percentile to 75th percentile during 30–33 h (Figure 7d) may be caused by the
presence or absence of strong, sporadic convection in the vicinity of the eye which occurred
in the late intensification phase. In order to stably extract representative mode for strong
sporadic convection, such as convective burst [24,47], it will be necessary to perform EOF
calculations for higher time–resolving data than 3 h.

3.5. Prediction by Multiple Linear Regression Analysis

We have described the features of the first four EOF modes at around the TC center
obtained from the EOF analysis with the Himawari–8 IR BT of b13 and the IR BT of b13
simulated by RTTOV with the results of the CPL, NHM, CPLAVE, and NHMAVE experi-
ments. In this section, multiple linear regression analysis was conducted for the normalized
amplitude of the first four EOF modes and the corresponding 6 h simulated central pressure
tendencies. Then, the multiple linear regression equation was applied for the Himawari–8
normalized amplitude to estimate the Himawari–8 6 h central pressure tendency.

Figure 8a shows the timeseries of 6 h central pressure tendency in the CPL, NHM,
CPLAVE, and NHMAVE experiments in the entire intensification phase (from 12 h to 42 h).
Figure 8b shows the timeseries of 6 h central pressure tendency in the ensemble simulations
estimated by the multiple linear regression equation in the same entire intensification
phase. In Figure 8a, the RSMC–Tokyo and JTWC best–track central pressure tendencies
are shown along with the simulation results, although the 6 h tendency was calculated in
the previous 6 h. In Figure 8b, the Himawari–8 6 h central pressure tendency is shown
along with the results calculated by the multiple linear regression equation based on the
simulated normalized amplitude. Figure 8c,d is the same as Figure 8a,b, except in the early
intensification phase (from 12 h to 27 h), and Figure 8e,f is in the late intensification phase
(from 27 h to 42 h). It should be noted that the 6 h central pressure tendency in the ensemble
simulations was calculated as a difference in simulated central pressures between 3 h
before and after the specified integration time, which was different from the two best–track
tendencies. The period for calculating the difference in simulated central pressures was set
to 3 h before and after the specified integration time because of the removal of the effect
of the initial conditions in the early integration phase as much as possible. At 12 h, 24 h,
and 42 h, the 6 h central pressure tendency estimated from the Himawari–8 normalized
amplitude was below the box range from the 25th percentile to 75th percentile in each
ensemble simulation (Figure 8b). This suggests that the Himawari–8 6 h central pressure
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tendency was not adequately reproduced in all ensemble simulations at 12 h, 24 h, and 42 h,
respectively. The box range of the tendency was reduced when the tendency was estimated
by the multiple linear regression equation (Figure 8b). The reduction was resulted from
the fact that the variation in simulated 6 h tendency among the ensemble simulations was
reduced due to a result of the linear approximation by the introduction of the multiple
linear regression equation. Nevertheless, the Himawari–8 6 h central pressure tendency at
12 h and 42 h was not adequately reproduced by the multiple linear regression equation
with the Himawari–8 normalized amplitude in the first four EOF modes.
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Figure 8. Timeseries of the 6 hourly simulated central pressure tendency and the tendency estimated
by multiple linear regression analysis using the normalized amplitude of EOF1–4: (a) Simulation
results from 12 h to 42 h every 6 h with the tendency calculated from RSMC–Tokyo and JTWC best–
track archives; (b) regression results from 12 h to 42 h every 6 h; (c) simulation results from 12 h to
27 h every 3 h with the tendency of RSMC–Tokyo and JTWC best–track data every 6 h; (d) regression
results from 12 h to 27 h every 3 h; (e) simulation results from 27 h to 42 h every 3 h with the tendency
of RSMC–Tokyo and JTWC best–track data every 6 h; (f) regression results from 27 h to 42 h every
3 h. Central pressures of the Himawari–8 in (a–f) were estimated by the multiple linear analysis.

When the analysis period was separated into the early and late intensification phases
and multiple linear regression analysis was conducted for each phase, the difference in 6 h
central pressure tendency between the ensemble simulation and the Himawari–8 estimates
by multiple linear regression analysis was more obvious at 12 h in the early intensification



Atmosphere 2022, 13, 1559 17 of 21

phase and at 39 h and 42 h in the late intensification phase. In other words, for the other
integration times, the 6 hourly central pressure tendency in the ensemble simulations
was consistent with that the Himawari–8 6 h central pressure tendency estimated by the
multiple linear regression equation. Using the estimated 6 h central pressure tendency
as a reference, in the following, we can discuss the validity of RSMC–Tokyo and JTWC
best–track central pressure tendency (Figure 8a).

At 12 h, the central pressure in the ensemble simulations was shallower than that of
the two best tracks (Figure 8a,c). However, the RSMC–Tokyo best–track central pressure
(−15 hPa/6 h) may be too deep compared to the Himawari–8 estimate (−6.2 hPa/6 h).
After 36 h, on the other hand, the JTWC best–track central pressure showed an increasing
tendency (+19 hPa/6 h), while the Himawari–8 estimate showed a decreasing tendency
(−6.0 hPa/6 h) (Figure 8a,e). Since the RSMC–Tokyo best–track central pressure kept
the value of 915 hPa, the Himawari–8 estimate was closer to the RSMC–Tokyo best–track
central pressure tendency than the JTWC one. It should be noted that the simulation results
may be affected by the initial conditions in the early integration time (at 12 h) and by the
lateral boundaries in the late integration time (after 36 h). If the model domain is taken to
be broader, the results, especially in the latter integration time, may change.

The difference in the central pressure between RSMC–Tokyo and JTWC (Figure 8a,c,e)
may be attributed to the differences in the TC current intensity (CI) number estimated by
the Dvorak technique. Alternatively, if the CI number is the same as that of RSMC–Tokyo,
the difference may be attributed to the difference of the convert table from the CI number
to the central pressure between RSMC–Tokyo and JTWC [42].

4. Discussion

Ensemble TC forecasting, based on weather forecasting models with different atmo-
spheric conditions at the initial time, has been utilized by some operational centers to
improve the accuracy of TC track forecasts [8]. However, its application to TC intensity
forecasting has been considered premature and challenging, partly due to the poor repro-
duction of the TC central pressure and maximum surface wind speed (attributed to poor
model specifications and its configuration) [11]. Since aircraft in situ observations are not
operational in the Northwestern Pacific, TC intensity analysis using geostationary satellite
data and the Dvorak technique has been believed to be the most reliable, even now [14]. A
deep–learning model using satellite imagery, such as a conventional convolutional neural
network [48], has been recently developed to objectively estimate TC intensity. Neverthe-
less, as shown in Figure 2b, the best–track data based on the Dvorak method sometimes
differed from the best–track archives [42]. The Hagibis’s case is exactly that the JTWC tends
to estimate faster intensification rates before the mature phase than RSMC–Tokyo [42]. The
discrepancies between best–track datasets do affect the validation of TC intensity analysis
and forecast.

If TC intensity, such as minimum sea–level pressure and maximum surface wind
speed, is directly estimated from the Himawari–8 IR BT of b13 in a more objective manner
than the Dvorak technique, the relation between the Dvorak pattern and TC intensity
would be understood in a dynamic and thermodynamic sense. The IR BT of b13 calculated
by RTTOV with the ensemble simulation is closely associated with various physical compo-
nents and quantities; therefore, it would be possible to retrieve the quantities of the physical
components from the Himawari–8 IR BT of b13 by using the simulation results or by multi-
ple linear regression function equation based on the representative EOF modes without
any contamination among the modes. However, the results of this study also indicate that
the normalized amplitude of the representative modes on the Himawari–8 IR BT of b13 can
occasionally be an outlier among the ensemble simulations. This suggests that, at specified
integration times, the numerical model used in this study could not reproduce the real TC
structure that is closely associated with TC intensity estimates based on the Himawari–8 IR
BT of b13 and the Dvorak technique. Moreover, the differences in simulation results caused
by ocean coupling and different oceanic initial conditions have little effect on modifying
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the representative first EOF modes of IR BT of b13 associated with TC intensity estimates in
the intensification phase, except at 12 h. In particular, the oceanic preexisting conditions do
not inherently affect the representative EOF mode. Therefore, the role of ocean coupling,
and oceanic preexisting condition is only quantitative (Figure 2b), which is explained by
the fact that the ocean does affect the TC intensity through TC secondary circulation [31].
The role of ocean coupling and oceanic preexisting condition is not essential with respect to
structural changes in the late intensification phase.

The ratio of the explainable variance, from the representative modes to the overall
variance, is expected to vary depending on the calculation domain and the spatiotemporal
resolution of the IR BT of b13 or the other band channel of Himawari–8, which would affect
the interpretation presented in this study. For example, the role of strong convection on TC
intensification implied by the EOF4 mode (Figure 7d,h) remained uncertain in this study.
In other words, by preparing the Himawari–8 and simulated IR BT of b13 data that match
the spatiotemporal resolution of the targeted variability and applying the EOF analysis for
a more appropriate domain, it would be possible to determine the representative modes
associated with dynamics and thermodynamics around the TC center that are beyond the
scope of this study. This will contribute to identifying the weaknesses of the numerical
model and its physical processes and thereby develop strategies for improvement.

5. Conclusions

An ensemble simulation has become a mainstream method in stochastic TC forecasting
and projecting with the improvement of computer technology [8]. However, due to the
extremely large amount of output data, only a fraction of information included in the output
has been utilized so far. PC (or EOF) analysis is a method that can extract representative
modes from the extremely large data by linear mode expansion so as to explain the largest
variance associated with internal variability in the atmosphere and ocean, although the
representative modes are not necessarily connected with physical processes and we do
not know whether the large ensemble includes the correct answer that is supported by
observational evidence, such as the Himawari–8 IR BT of b13 [17], which is usually utilized
as TC intensity estimates by the Dvorak technique [12,14].

In the present study, an EOF analysis was performed for the inner core of Hagibis
in the intensification phase. The Himawari–8 IR BT collocated at the Hagibis’s center
was combined with the IR BT simulated by RTTOV with 1 km ensemble simulations
conducted by NHM and CPL, with two different oceanic initial condition under one control
atmospheric initial condition and the 26 perturbed ones. The representative first four
EOF modes showed symmetric and asymmetric patterns in the inner core, which enabled
explanation of the curved band, CDO, and EYE pattern used as classification patterns in
the Dvorak technique. This indicates that the ensemble simulation could reproduce the
representative cloud patterns observed by the Himawari–8 in the intensification phase of
Hagibis, irrespective of ocean warming and ocean coupling. Since the negative sign of the
EOF1 variational pattern over all of the 200 km × 200 km domain collocated at the TC
center indicates that the IR BT is lowering, the EOF1 mode represents TC intensification.
The result of the normalized amplitude of the Himawari–8 IR BT suggests that Hagibis
underwent intensification from 6 to 7 October in 2019. In the late intensification phase (at
39 h and 42 h), however, TC intensification represented by the Himawari–8 IR BT of b13
could not be simulated in all ensemble simulations. Nevertheless, the results of ensemble
simulations could reproduce the ‘real’ cloud patterns of Himawari–8 in the intensification
phase of Hagibis to some extent.

The EOF2 mode showed the wavenumber–1 asymmetric pattern that was related to
TC translation, particularly in the early intensification phase. The pattern was characterized
by a different sign between the forward and backward side of the TC translation and
between the right and left sides of VWS. The EOF3–4 variational patterns showed the
similar wavenumber–1 asymmetric pattern, but the different sign seems to appear between
the upshear and downshear sides. In the late intensification phase, the EOF3 mode was
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related to TC translation instead of the EOF2 mode. Although many insights into the
wavenumber–1 asymmetric pattern and TC translation have been obtained in this study,
the role of the wavenumber–1 asymmetry in TC intensification and structural changes
was uncertain due to inconsistency with the previous study [23,24]. The uncertainty is
partly attributed to insufficient spatiotemporal resolution of the IR BT of b13 data used
in the present study so that the role of strong sporadic convection, such as convective
bursts on TC intensification, could not be captured and is beyond the scope of this study.
Therefore, the dynamic and thermodynamic processes associated with TC intensification
and structural changes of real TC are still not fully explained in this study, except for the
role of ocean coupling and oceanic preexisting conditions.

The influence of ocean coupling first appeared at 12 h on the EOF modes associated
with the wavenumber–1 asymmetry, but the impact was relatively small compared to the
difference between the Himawari–8 observations and ensemble simulations. While ocean
coupling and the difference in oceanic preexisting conditions could quantitatively affect the
IR BT of b13 in the TC inner core through the secondary circulation [31], the normalized
amplitude did not become close to that of the Himawari–8 observation, an indication that
the inner–core representative EOF mode could not be essentially affected by altering the
oceanic initial condition and using the atmosphere–wave–ocean coupled model. In other
words, except for the quantitative effects, the inner–core dynamics and thermodynamics of
Hagibis associated with its structural change were not affected by the oceanic preexisting
condition and ocean coupling, except at 12 h.

Using the normalized amplitudes in the first four EOF modes, a multiple linear
regression analysis was conducted for 6 h simulated central pressure tendencies and the
normalized amplitude in all ensemble simulations and the Himawari–8′s normalized
amplitude to estimate the Himawari–8 6 h central pressure tendency. The simulated central
pressure tendency was characterized by relatively small decreases in the central pressure
in the early (at 12 h) and late (after 36 h) intensification phase when compared with the
RSMC–Tokyo and JTWC best–track central pressure tendency, as well as the Himawari–8
tendency, estimated from the multiple linear regression equation. This is consistent with the
features inferred from the time series of the normalized amplitude and the EOF variational
pattern. It should be noted, however, that the simulation results were affected by the lateral
boundaries in the late intensification phase, as well as the initial conditions in the early
intensification phase, because of the usage of a regional atmosphere model.

The next step is to apply this EOF analysis for the other physical components such
as tangential, radial winds, and potential vorticity in the lower troposphere and poten-
tial temperature in the upper troposphere and then evaluate the correspondence of the
representative modes of Himawari–8 IR BT of b13. In addition, we need to study how
the differences in the physical processes in the NHM, particularly cloud microphysics,
affect the representative EOF modes of Himawari–8 IR BT of b13, TC intensification, and
the structural changes. This will serve as an improvement to the numerical model for
TC forecasting.
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