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Abstract: In atmospheric modeling, an accurate representation of land cover is required because such
information impacts water and energy budgets and, consequently, the performance of models in
simulating regional climate. This study analyzes the impact of the land cover data on an operational
weather forecasting system using the Weather Research and Forecasting (WRF) model for central
Mexico, with the aim of improving the quality of the operative forecast. Two experiments were
conducted using different land cover datasets: a United States Geological Survey (USGS) map and an
updated North American Land Change Monitoring System (NALCMS) map. The experiments were
conducted as a daily 120 h forecast for each day of January, April, July, and September of 2012, and the
near-surface temperature, wind speed, and hourly precipitation were analyzed. Both experiments
were compared with observations from meteorological stations. The statistical analysis of this study
showed that wind speed and near-surface temperature prediction may be further improved with
the updated and more accurate NALCMS dataset, particularly in the forecast covering 48 to 72 h.
The Root Mean Square Error (RMSE) of the average wind speed reached a maximum reduction of up
to 1.2 m s−1, whereas for the near-surface temperature there was a reduction of up to 0.6 ◦C. The RMSE
of the average hourly precipitation was very similar between both experiments, however the location
of precipitation was modified.

Keywords: operational weather forecasting; WRF model; land cover change

1. Introduction

The rapid expansion of urban areas or urbanization represents one of the most notable
human-caused transformations of our planet [1,2]. Urbanization leads to land use and land cover
changes (LULCC) and modifies the biogeophysical properties of the land surface, including the albedo,
emissivity, soil moisture, and surface roughness length. Modifications in biophysical properties lead to
changes in the surface flux, atmospheric circulation, and surface energy budget [3–10]. For example,
when the surface energy budget is altered, fluxes in heat, moisture, and momentum within the
planetary boundary layer (PBL) are directly affected [8]. Local and regional wind and other climate
variables are subsequently affected due to horizontal variations in the turbulent sensible heat flux and
PBL depth [8,11–13]. The changes in the physical properties can also impact the thermal inertia/heat
capacity of the land surface [14]. The nighttime temperatures are more sensitive to heat capacity.
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High water contents in soils, such as from irrigation, can increase the heat capacity, as can highly
vegetated areas [10,15]. It has been found that surface temperatures can be 6 ◦C warmer in city centers
compared to surrounding rural areas [16]; this phenomenon is known as urban heat island [17–19].
Urbanization also modifies the location of precipitation [9,19–24].

In the past, research on environmental impacts due to LULCC for Mexico City has been conducted
with both observational data and Numerical Weather Prediction (NWP) models [25–31]. Jáuregui [26]
studied the changes in temperature, humidity, rainfall, and fog due to LULCC using observational
data from northeast Mexico City. In this study, it was shown that downwind (6 km) increased the
dry season rainfall as a result of the introduction of new moisture sources (e.g., the construction of
artificial lakes), and a 1–3 ◦C increase in the mean maximum temperature, a 1–2 ◦C increase in the dew
point temperature, an increase in humidity, a decrease in the diurnal temperature range, and a higher
frequency of ground fog were also found.

On the other hand, Ochoa et al. [30] used the Weather Research and Forecasting (WRF) model
to understand the impacts of urbanization, and found that precipitation increased due to decreased
urban area and increased forest. They noted that the simulation with increased pollution resulted in a
20–40% decrease in precipitation in the east of Mexico City and a 20% increase in precipitation over
mountain areas. They also found that the timing of intense precipitation changed from 1900 to 1600
local time (UTC—6h) due to decreased urbanization (close to pre-LULCC). Studies such as those of
López-Espinoza et al. [29] and López-Bravo et al. [31] have analyzed the sensitivity of the WRF model
only to changes in the urban cover data and documented an improvement in the weather forecasts.
However, these studies were focused on the proper representation of the urban land cover, and limited
attention was given to the effect of an accurate representation of other LULC information, such as
forest land, agricultural land, rangeland, barren land, etc.

The objective of this study is to evaluate the impacts of the use of different LULC data on simulated
meteorological variables (wind speed at 10 m, near-surface temperature at 2 m, and precipitation).
In this research, we have used the WRF for central Mexico and improved the operational weather
forecasting system capability for central Mexico through the update of the LULC dataset. This work
follows those of López-Espinoza et al. [29] and López-Bravo et al. [31] in searching for better forecasts,
supporting the decision making in the region.

In this paper, the study area is described in Section 2. The model configuration, the meteorological
data, and LULC data are described in Section 3. The results and discussion are presented in Section 4,
and the conclusions are in Section 5.

2. Study Area

The study area includes the megalopolis of central Mexico (Figure 1), which covers Mexico
City and the States of Puebla, Morelos, Mexico, Hidalgo, Queretaro, and Tlaxcala. Considering the
territory of the seven entities, it represents 13.01% of the total area of the country with 33% of the total
population. It is the most important industrial and economic region of the country and constitutes one
of the largest concentrations of population in Latin America. It is a particularly vulnerable region for
hydrometeorological extreme events. It has an average elevation of between 1169 and 2605 m above sea
level, with important mountain ranges and volcanoes [32]. The climate in the study area is influenced
by its complex orography, as well as by the human modified landscape. Currently, five types of climates
influence the area. These are mainly temperate sub-humid and humid in the center of the study area,
arid and semi-arid in the southeast and northwest, warm sub-humid in the south, and temperate
humid and warm humid in the northwest (Figure 1) (https://www.inegi.org.mx/temas/climatologia/).
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ioa.atmosfera.unam.mx/historicos/). This study applied version 3.6 of the WRF model and used the 
ARW (Advanced Research WRF) core to solve atmospheric dynamics. The experiment adopted a 
nesting that covers the megalopolis of central Mexico and its surroundings (Figure 2), with a grid of 
205 points from west to east and 124 points from south to north. The nested and parent domains have 
a horizontal resolution of 6.67 and 20 km, respectively. The domains have 30 vertical levels; the nested 
domain interacts with the parent domain (one-way nested) and the latter covers the entirety of 
Mexico. The weather forecast-produced outputs for 5 days and every hour were saved (a 120 h 
forecast). The initial and boundary conditions were taken from the Global Forecast System (GFS) 
model with a one-degree spatial resolution. The 0000 UTC data were used for the initial conditions 
and the boundary conditions every six hours. We used a Mercator projection, a time step of 120 s, 
and LULC data generated by the USGS in 1992–1993 with 24 classes. The horizontal resolution of the 
static geographic dataset used was 10 arc minutes for the 20 km domain and 2 arc minutes for the 
6.67 km domain. 

The operational forecast adopted the following physical parameterizations: the Kain–Fritsch 
scheme for cumulus [35], the single-moment 3-class scheme for microphysics, the Rapid Radiative 
Transfer Model (RRTM) scheme for longwave radiation, the Dudhia scheme for shortwave radiation, 
and the Yonsei University (YSU) scheme for the boundary layer [36]. In addition, a 5-layer thermal 
diffusion scheme [37] was used for the Land Surface Model (LSM). This scheme, although simple, is 
adequate for mesoscale studies. It is important to consider the fact that this LSM does not predict soil 
moisture and currently is used more in studies that analyze the performance of LSMs for different 
regions [38–40]. These studies have indicated that the selection of an LSM can notably affect the 

Figure 1. Study area and location of meteorological stations (red circles) used for the evaluation; the
colors represent the types of climates that predominate the area.

The average annual rainfall is between 560 to 1270 mm, with most of it May and October
(https://worldweather.wmo.int/179/m179.htm). The average annual temperature is between 14 and
22 ◦C, with 10 and 12 ◦C in the mountain ranges and volcanoes. In the beginning of the 20th century,
the predominant types of land cover were grasslands, shrubland, cropland, and uninhabited arid land.
Urban area growth and, in general, the LULC transformations in the seven entities have modified the
landscape, and it presents not only a social and political but also an environmental challenge.

3. Methods and Data

3.1. Model Configuration

The WRF model was used to study LULC data quality and its impacts on simulated meteorological
variables in an operational weather forecast for central Mexico. Two numerical experiments were
completed, one using USGS data [33] (hereafter named the USGS experiment) and another using an
updated dataset named the 2005 North American Land Change Monitoring System (NALCMS) [34]
(hereafter named the NALCMS experiment).

For the USGS experiment, historical meteorological outputs were used from a weather forecast
at the Atmospheric Sciences Center of the National Autonomous University of Mexico (http://grupo-
ioa.atmosfera.unam.mx/historicos/). This study applied version 3.6 of the WRF model and used the
ARW (Advanced Research WRF) core to solve atmospheric dynamics. The experiment adopted a
nesting that covers the megalopolis of central Mexico and its surroundings (Figure 2), with a grid
of 205 points from west to east and 124 points from south to north. The nested and parent domains
have a horizontal resolution of 6.67 and 20 km, respectively. The domains have 30 vertical levels;
the nested domain interacts with the parent domain (one-way nested) and the latter covers the entirety
of Mexico. The weather forecast-produced outputs for 5 days and every hour were saved (a 120 h
forecast). The initial and boundary conditions were taken from the Global Forecast System (GFS)
model with a one-degree spatial resolution. The 0000 UTC data were used for the initial conditions
and the boundary conditions every six hours. We used a Mercator projection, a time step of 120 s,
and LULC data generated by the USGS in 1992–1993 with 24 classes. The horizontal resolution of the
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static geographic dataset used was 10 arc minutes for the 20 km domain and 2 arc minutes for the
6.67 km domain.

Atmosphere 2020, 11, x FOR PEER REVIEW 4 of 19 

 

simulation results [39,40]; however, their performances (LSMs such as Noah, Pleim–Xiu, Rapid 
Update Cycle (RUC), Thermal Diffusion) have been reasonably good for the prediction of the near-
surface temperature at 2 m and the wind speed at 10 m [38–40], but not for the relative humidity, 
where the errors have been found to be significant [40]. In particular, the Thermal Diffusion scheme 
has been found to overestimate (underestimated) the sensible heat (latent heat) flux during the 
daytime [40]. Taking this into consideration, the scope of this study was limited to analyzing the 
impact of LULC data quality for predicting meteorological variables for Mexico, rather than 
considering evaluating aspects of LSM performance. 

 

Figure 2. Domains of the numerical experiments. The father domain or Domain 1 (red) has a 20 km 
horizontal resolution with 245 × 162 grid points, and the nested domain or Domain 2 (blue) has a 6.7 
km horizontal resolution with 205 × 124 grid points. The study area is located within Domain 2. 

3.2. Description and Assessment of the Experiments 

The NALCMS experiment used the same configuration and physical parameters described 
above but with a different LULC dataset. Each experiment, USGS and NALCMS, considered a period 
of two dry months (January and April of 2012) and two rainy months (July and September of 2012). 
These months are representative of climatic conditions in the study area, which is characterized by 
two well-defined seasons: the dry season, which spans from November to April, and the rainy season, 
which is from May to October. A 120 h forecast was run for each day of the 4 months and, in total, 
122 numerical simulations were carried out in each experiment (244 in total). The analysis was carried 
out every 24 h: 1–24, 25–48, 49–72, 73–96, and 97–120 h. In other words, the first 24 h simulated of 
each day of the month were analyzed in order to obtain the behavior of 1–24 h, then the following 48 
simulated hours of each day were analyzed to obtain the behavior of the next 48 h (25–48 h), and so 
on up to the 120 h forecast (97–120 h). 

The accuracy of the weather forecast was analyzed for the near-surface temperature at 2 m, the 
wind speed at 10 m, and the hourly precipitation. An assessment of the reliability of both experiments 
was completed by comparing them with observations from meteorological stations located in the 
study area (Figure 1). The assessment was performed using the Root Mean Square Error (RMSE) and 
the Mean Absolute Error (MAE) [41]. The RMSE is a quadratic scoring rule which measures the 
average magnitude of the error (Equation (1)). The MAE measures the average magnitude of the 
errors in a set of predictions, without considering their sign (Equation (2)). The difference between 
them is that MAE is a linear score, which means that all the individual differences are weighted 

Figure 2. Domains of the numerical experiments. The father domain or Domain 1 (red) has a 20 km
horizontal resolution with 245 × 162 grid points, and the nested domain or Domain 2 (blue) has a
6.7 km horizontal resolution with 205 × 124 grid points. The study area is located within Domain 2.

The operational forecast adopted the following physical parameterizations: the Kain–Fritsch
scheme for cumulus [35], the single-moment 3-class scheme for microphysics, the Rapid Radiative
Transfer Model (RRTM) scheme for longwave radiation, the Dudhia scheme for shortwave radiation,
and the Yonsei University (YSU) scheme for the boundary layer [36]. In addition, a 5-layer thermal
diffusion scheme [37] was used for the Land Surface Model (LSM). This scheme, although simple,
is adequate for mesoscale studies. It is important to consider the fact that this LSM does not predict
soil moisture and currently is used more in studies that analyze the performance of LSMs for different
regions [38–40]. These studies have indicated that the selection of an LSM can notably affect the
simulation results [39,40]; however, their performances (LSMs such as Noah, Pleim–Xiu, Rapid Update
Cycle (RUC), Thermal Diffusion) have been reasonably good for the prediction of the near-surface
temperature at 2 m and the wind speed at 10 m [38–40], but not for the relative humidity, where the
errors have been found to be significant [40]. In particular, the Thermal Diffusion scheme has been
found to overestimate (underestimated) the sensible heat (latent heat) flux during the daytime [40].
Taking this into consideration, the scope of this study was limited to analyzing the impact of LULC
data quality for predicting meteorological variables for Mexico, rather than considering evaluating
aspects of LSM performance.

3.2. Description and Assessment of the Experiments

The NALCMS experiment used the same configuration and physical parameters described above
but with a different LULC dataset. Each experiment, USGS and NALCMS, considered a period of
two dry months (January and April of 2012) and two rainy months (July and September of 2012).
These months are representative of climatic conditions in the study area, which is characterized by
two well-defined seasons: the dry season, which spans from November to April, and the rainy season,
which is from May to October. A 120 h forecast was run for each day of the 4 months and, in total,
122 numerical simulations were carried out in each experiment (244 in total). The analysis was carried
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out every 24 h: 1–24, 25–48, 49–72, 73–96, and 97–120 h. In other words, the first 24 h simulated of
each day of the month were analyzed in order to obtain the behavior of 1–24 h, then the following 48
simulated hours of each day were analyzed to obtain the behavior of the next 48 h (25–48 h), and so on
up to the 120 h forecast (97–120 h).

The accuracy of the weather forecast was analyzed for the near-surface temperature at 2 m,
the wind speed at 10 m, and the hourly precipitation. An assessment of the reliability of both
experiments was completed by comparing them with observations from meteorological stations located
in the study area (Figure 1). The assessment was performed using the Root Mean Square Error (RMSE)
and the Mean Absolute Error (MAE) [41]. The RMSE is a quadratic scoring rule which measures the
average magnitude of the error (Equation (1)). The MAE measures the average magnitude of the errors
in a set of predictions, without considering their sign (Equation (2)). The difference between them is
that MAE is a linear score, which means that all the individual differences are weighted equally in
the average, while RMSE gives a relatively high weight to large errors. For both the MAE and RMSE,
lower values represent a better agreement.

RMSE =

√∑n
i=1(si − oi)

2

n
, (1)

MAE =

∑n
i=1|si − oi|

n
, (2)

where Si is the predicted variable, Oi is the observation, and n is the total number of data.

3.3. Meteorological Data

Meteorological stations (Estaciones Meteorológicas Automáticas—EMA for its Spanish acronym)
from the Mexico’s National Weather Service (Servicio Meteorológico Nacional—SMN for its Spanish
acronym) were used to assess the experiments. Although SMN is the Mexican agency responsible
for providing meteorological information, a visual analysis was performed to verify that there were
no inaccurate values. Furthermore, the annual percentage of existing data for each EMA station was
estimated, and to consider a station a percentage of data equal to or greater than 96% was used as
a limit, for which ten stations were selected (Figure 1). EMA stations are available with a temporal
frequency of 10 min. A comparison between the predicted and observed values was made, taking into
account the nearest grid cell to the meteorological station. The values of each hour were compared
for the near-surface temperature (◦C) and wind speed (m s−1). The hourly (mm h−1) accumulated
observed precipitation was calculated to enable comparison with the simulation results.

3.4. LULC Dataset

The NALCMS dataset was selected to carry out the second experiment (Table 1). The selection
was based on the analysis conducted by López-Espinoza et al. [42]. This dataset is a product of a the
collaborative effort of governmental agencies from Canada, Mexico, and the United States, coordinated
by the North American Environmental Atlas of the Commission for Environmental Cooperation.
For this dataset, 2005 Moderate Resolution Imaging Spectroradiometer (MODIS) data at a spatial
resolution of 250 m were used. Nineteen land cover classes were defined using the Land Cover
Classification System (LCCS) [43]. To generate the final dataset, each country used their own training
data and classification methods, and the final dataset was a combination of the datasets generated by
the three countries. For Mexico, the inputs were the monthly composite of the MODIS radiance data,
the Normalized Difference Vegetation Index (NDVI) data, and information from a Digital Elevation
Model. NALCMS has a successor developed in 2010; however, previous studies have demonstrated
that this dataset does not present significant land cover changes in the simulated nested domain
(Figure 2, Domain 2), and even less in our study area [44,45].
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Table 1. Comparison of the main characteristics of the USGS and NALCMS LULC data used in
the experiments.

USGS NALCMS

Sensor AVHRR MODIS

Period of data collection April 1992–March 1993 January 2005–December 2005

Processing By continent 3 regions

Input data Monthly NDVI compositions Different data by country

Spatial resolution 1 km 250 m

Classification strategy Unsupervised based on grouping Supervised with threes C5 (for Mexico)

Legend system 24 USGS 19 LCCS-FAO

Developers USGS-IGBP CCRS, USGS, INEGI, CONABIO, CONAFOR

On the other hand, studies have shown that the USGS dataset has a low classification
accuracy [3,6,14,29], and in atmospheric modeling an accurate representation of LULC is desirable
because such information impacts the water and energy budgets, and, consequently, the performance
of models in simulating regional climate.

A pre-processing of the data was required in order to convert the NALCMS into the same
coordinate, spatial resolution, and classification scheme of the USGS [42]. In the pre-processing step,
the dataset was converted into a latitude-longitude coordinate system using a 1 km spatial resolution.
To standardize the NALCMS classes, each legend was related to the most suitable USGS class. The USGS
classification scheme is defined with 24 classes, and it is based on Anderson’s classification scheme [46]
(first column in Table 2). However, only the 11 classes shown in Table 2 are present in the study area.
On the other hand, NALCMS is defined with 19 land cover classes, of which 13 are present in the study
area. The standardization was achieved based on the best available information reported in regional
maps and the literature about the continental and global scale datasets [47–49]. Table 2 shows the
reclassification of the NALCMS dataset to the USGS class scheme. The dryland cropland/pasture and
irrigated cropland/pasture classes of USGS are grouped into a class called cropland in the NALCMS
dataset. The moisture and energy budgets of irrigated cropland are different from those of dry cropland.
However, due to uncertainty in the irrigation/pasture cropland data and the potentially smaller total
area of irrigated croplands, the cropland class is used as a compromise (Figure 3).

Table 2. Translation from the NALCMS to the USGS classification scheme.

Anderson’s Classification Scheme USGS NALCMS

Urban Urban and built up land Urban and built-up

Agricultural land
Dryland cropland/pasture Cropland
Irrigated cropland/pasture

Rangeland

Grassland Tropical or sub-tropical grassland

Temperate or sub-polar grassland

Shrubland Tropical or sub-tropical shrubland

Temperate or sub-polar shrubland

Forest

Deciduous broadleaf forest Tropical or sub-tropical broadleaf deciduous forest

Temperate or sub-polar broadleaf deciduous forest

Evergreen broadleaf forest Tropical or sub-tropical broadleaf evergreen forest

Evergreen needleleaf forest Temperate or sub-polar needleleaf evergreen forest

Mixed forest Mixed forest

Water Water bodies Water

Barren land Barren or sparsely vegetated Barren land
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Figure 3. LULC datasets for the study area: (a) USGS, (b) NALCMS. Pink circles represent location of
meteorological stations. (c) White represents the areas that changed from 1993 to 2005, yellow represents
the areas that do not show LULC changes, (d) brown represents the dryland cropland class with a
250 m resolution, and pink represents the same class at a 6.667 km resolution.

Changes of LULC

Table S1 (Supplementary Material) shows details about LULCC by means of the estimated change
matrix over the entire study area. Figure 3c shows in white the areas that changed (the elements off the
diagonal of the matrix), while yellow represents the areas that did not show LULC changes (diagonal
of the matrix). Table 3 shows the LULC changes at each meteorological station with 1 km spatial
resolution (Domain 2), which are consistent with the observed changes in the original resolution of the
NALCMS dataset (250 m). The LULCCs around the selected meteorological stations were characterized
mainly by the loss of forest, shrubland, and grassland, and these were replaced by cropland, grassland,
and urban and built-up land. The loss of mixed forest is related to the loss of the deciduous forest,
leaving only the evergreen forest (stations 5 and 9). The evergreen forest (stations 3 and 4) and
shrubland (stations 1, 8, and 10) were converted to cropland for food production. The vegetation cover
at station 6 was modified into urban and built-up land. Given these changes in LULC around the
different meteorological stations, and in general over the entire study area (Figure 3c in white color
and Table S1), changes in the physical properties of the terrain (Table 4) have also occurred and led to
changes in the surface flux, atmospheric circulation, and surface energy budget [5].
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Table 3. Land cover change at each station. ID represents the location in Figure 1.

ID Station USGS NALCMS

1 Huimilpan, Qro. Shrubland Cropland

2 Pachuca, Hgo. Grassland Grassland

3 Huamantla, Tlax. Evergreen Needleleaf Forest Cropland

4 Universidad Tecnológica de
Tecamachalco, Pue. Evergreen Needleleaf Forest Cropland

5 Parque-Izta-Popo, Edo. Méx. Mixed Forest Evergreen Needleleaf Forest

6 Presa Madín, Edo. Méx. Shrubland Urban and Built-Up Land

7 Cerro Catedral, Edo. Méx. Shrubland Evergreen Needleleaf Forest

8 Atlacomulco, Edo. Méx. Shrubland Cropland

9 Nevado de Toluca, Edo. Méx. Mixed Forest Evergreen Needleleaf Forest

10 Instituto Mexicano de
Tecnología del Agua, Mor. Shrubland Cropland

Table 4. Parameters associated with each type of cover land (see file LANDUSE.TBL of the WRF model).
Sum: summer; values from 15 April to 15 October, Win: winter; values from 15 October to 15 April.

Land Cover Category

Albedo (%)
[ALBEDO]

Roughness Length
(m) [SFZ0]

Emissivity (% at
9 µ m) [SFEM]

Sum Win Sum Win Sum Win

Urban and Built-Up Land 15 15 0.80 0.80 88 88

Dryland Cropland and Pasture 17 23 0.15 0.05 98.5 92

Irrigated Cropland and Pasture 18 23 0.15 0.05 98.5 92

Grassland 19 23 0.12 0.10 98.5 92

Shrubland 22 25 0.10 0.10 88 88

Evergreen Needleleaf Forest 12 12 0.50 0.50 95 95

Mixed Forest 13 14 0.50 0.50 94 94

4. Results and Discussion

4.1. Near Surface Temperature

Maps of the monthly average temperature are shown in Figure S1 (Supplementary Material).
The absolute difference was calculated between the NALCMS and USGS experiments. The highest
absolute difference was about 0.5–1 ◦C for the regions with conversion from vegetation to urban
land. It was also found that the absolute difference in the average daily maximum temperature
(Supplementary Material, Figure S2) can reach up to 2.5 ◦C, mainly in the regions around the newly
urbanized centers and in the regions where there was a conversion from shrubland to cropland and
urban land. Maps of the monthly average daily minimum temperature (Supplementary Material,
Figure S3) showed absolute differences between 0.5 to 2 ◦C for the dry months, and values between
0.5 to 1.5 ◦C for the rainy months. These results are consistent with those of previous studies of the
thermal behavior of urban land compared to vegetated land [17,18], where the largest near-surface
temperature differences are observed during noon.

Figure 4 shows the time series for the monthly average surface temperature for station 6 in January.
It can be seen that there was an increase in the daily maximum temperature [7,50] and a decrease in the
daily minimum temperature using updated data [17]. This was due to the new urban areas represented
in the NALCMS data, where values close to observations were predicted. Replacing shrubland with
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urban and built-up land reduced the albedo from 25 to 15, and this improved the forecast of the
near-surface temperature. Additionally, the shrubland has a higher albedo and emissivity than urban
and built-up land, and hence its temperature during the day was lower than that of urban land.
In addition, during the night the highest minimum temperature was estimated. These results are
consistent with the measured surface temperature profiles by Shamsipour et al. [17].
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Figure 4. Time series of station 6 in the State of Mexico for the near-surface temperature during the
120 h forecast for January 2012. The horizontal axis corresponds to the hours and the vertical axis
corresponds to the temperature in degrees Celsius. The thick lines (—,-*-,-o-) represent the monthly
average and the shaded area represents one standard deviation. Green (-o-) represents the average of
observations, red (-*-) represents the average of the experiment using the NALCMS data, and blue
(—) represents the average of the experiment using the USGS data. (a) 24 h forecast, (b) 48 h forecast,
(c) 72 h forecast, (d) 96 h forecast, and (e) 120 h forecast.

The RMSE was calculated by comparing the observed and predicted near-surface temperature
values. Figure 5 shows the RMSE for the monthly average of the surface temperature for the 10 stations
during the 120 h of forecast. For January (dry month) and in the 72–96–120 h forecast (Figure 5a), it is
observed that the minimum value of RMSE (lower whisker), together with 25% of the data, or the first
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quartile Q1, was reduced when the NALCMS data was used. For the same month, a RMSE reduction
was not observed if more than 50% of the data, or the second quartile Q2, is considered. For April
(dry month), an increase in the RMSE values was observed when using the NALCMS data. In the rainy
months (Figure 5c,d), the minimum values of RMSE (lower whisker) were reduced for the NALCMS
data. For this month (July), after 24 h of forecast 75% of the data (Q3) resulted in a smaller RMSE when
using the NALCMS. Like April, the month of September did not produce lower errors when using the
NALCMS. Finally, in both rainy months, outliers with lower RMSE values were observed when using
the updated LULC.Atmosphere 2020, 11, x FOR PEER REVIEW 10 of 19 
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Using the updated NALCMS data, the RMSE of the predicted near-surface temperature was
reduced up to 0.6 ◦C for July (rainy month) compared to the USGS data. This is observed for a 48 h
forecast (Figure 5). The maximum reduction in RMSE was reached at station 3, where the LULC
changed from evergreen needleleaf forest to cropland. The changes in land cover caused modifications
in the vegetation and in the physical properties of the terrain such as albedo (from 12% to 18% for
station 3), which modified the near-surface temperature as well as the daily maximum and minimum
temperature extremes. Albedo together with emissivity (from 95% to 88% for station 3) impacted the
upwelling of longwave radiation (not shown) [5,8]. Similar results were found at station 10, where the
conversion from shrubland to cropland had a reduction in RMSE of up to 0.5 ◦C; station 7, where the
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conversion from shrubland to evergreen needleleaf forest had a reduction of up to 0.3 ◦C; and at station
8, with conversion from shrubland to cropland, where a reduction of 0.2 ◦C was obtained. In the other
stations, when NALCMS was used, the reduction in RMSE was less. For September, a similar behavior
was observed from the 96 h forecast, and for January (dry month) the RMSE reduction in temperature
was observed only in three meteorological stations (1, 6, and 7). However, these smallest RMSE values
were observed for the entire five-day forecast.

Figure 6 shows the RMSE and MAE of the daily maximum and minimum temperature from the
10-station average for the dry and rainy seasons. The RMSE values were reduced for the rainy season
(July and September) (Figure 6b), principally after the 72 h forecast. For the dry season, a decrease in
the MAE was observed for January during the entire five-day forecast (Figure 6a); however, for April
there was no improvement in the predicted maximum temperature when the NALCMS data were
used. Finally, only in January (dry month) was there a reduction in the MAE values for the predicted
minimum temperature, particularly for the 96 h forecast (Figure 6c).
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Figure 6. RMSE and MAE for the stations during the 120 h of forecast. The horizontal axis corresponds
to the forecast hours and the vertical axis corresponds to the RMSE or MAE in degrees Celsius.
Solid black and gray lines represent the NALCMS experiment, and black and gray dotted lines represent
the USGS results. Average daily maximum temperature: (a) dry season (January and April), (b) rainy
season (July and September). Average daily minimum temperature: (c) dry season (January and April),
(d) rainy season (July and September).
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4.2. Wind Speed

Difference maps for the monthly average maximum and minimum wind speed between the
NALCMS and USGS experiments are shown in Figures S4 and S5 (Supplementary Material). It was
found that the daily maximum and minimum wind speed using the USGS data were higher than
using the NALCMS data, and that higher wind speeds occurred in surfaces with lower friction (USGS)
and were lower where there was urban and forest land (NALCMS). Changes in the surface roughness
(Table 4) due to land cover changes impacted the wind speed during the entire five-day forecast.

In Figure 7, the time series of the predicted and observed wind speed are shown for station 6 in
April. At this location, the land cover changed from shrub to urban land, which led to changes in the
surface roughness length from 0.10 to 0.80 (Table 4); as a consequence, the overestimation of the wind
speed was reduced when NALCMS was used. The friction and drag of the updated land cover with
greater roughness around stations 1, 8, 10, 4, 6, and 7, decreased the wind speed, with an average
RMSE of up to 0.6 m s−1 in January (Figure 8a), 0.5 m s−1 in September (Figure 8d), and 0.4 m s−1 in
April and July (Figure 8b,c). The maximum reduction in RMSE reached when NALCMS was used was
up to 1.1 m s−1 in January (stations 1 and 4), 0.8 m s−1 in April (station 1), 1.2 m s−1 in July (station 4),
and 0.9 m s−1 in September (station 4). This reduction was observed from a 48 h forecast.
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Figure 7. Time series for station 6 in the State of Mexico for the wind speed at 10 m during the 120 h
forecast. The horizontal axis corresponds to the simulated hours and the vertical axis corresponds to
the wind speed in m s−1. The thick lines (—,-*-,-o-) represent the monthly average and the shaded area
represents one standard deviation. -o- (green line) represents the average of observations, -*- or red line
(— or blue line) represents the average of the experiment using the NALCMS (USGS) data. (a) 24 h
forecast, (b) 48 h forecast, (c) 72 h forecast, (d) 96 h forecast, and (e) 120 h forecast.
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Figure 8. RMSE between the model and observations of the average monthly wind speed at 10 m for
the 10 stations during the forecast of 120 h. The horizontal axis corresponds to the simulated hours and
the vertical axis corresponds to the RMSE in m s−1. Gray color boxes represent the NALCMS RMSE
and black color boxes represent the USGS RMSE. (a) January, (b) April, (c) July, and (d) September.

Figure 9 shows the RMSE and MAE of the average daily maximum and minimum wind speed
of the 10 stations during the dry and rainy season. When the NALCMS was used instead of USGS,
the RMSE values for maximum (minimum) wind speed were reduced up to 0.39 m s−1 (0.45 m s−1)
in January and up to 0.11 m s−1 (0.19 m s−1) in April. For the rainy season, the RMSE values for the
maximum (minimum) wind speed decreased more than those obtained in the dry season: 0.55 m s−1

(0.27 m s−1) in July and 0.52 m s−1 (0.28 m s−1) in September. The smallest RMSE occurred between the
72 and 96 h of forecast when the NALCMS was used. Additionally, the MAE values of the average
maximum wind speed were reduced more than the MAE of the average minimum wind speed. For the
dry season, the MAE values for the maximum (minimum) wind speed were reduced up to 0.53 m s−1

(0.36 m s−1), whereas for the rainy season they were reduced up to 0.46 m s−1 (0.25 m s−1). The errors
for the maximum wind speed occurred between 48 and 96 h of the forecast (Figure 9a,b), while for the
minimum wind speed they were observed from 24 to 96 h of the forecast (Figure 9c,d).
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Figure 9. RMSE and MAE of the average maximum and minimum wind speed for the 10 stations
during the 120 forecast hours. The horizontal axis corresponds to the simulated hours and the vertical
axis corresponds to the RMSE or MAE in m s−1. Solid black and gray lines represent the NALCMS
experiment, and the black and gray dotted lines represent the USGS experiment. Average maximum
wind speed: (a) dry season (January and April), (b) rainy season (July and September); average
minimum wind speed: (c) dry season (January and April), (d) rainy season (July and September).

4.3. Precipitation

Maps of the average daily accumulated precipitation are shown in Figure S6 (Supplementary
Material). Analysis suggests that, for the dry months, both experiments produced a similar spatial
distribution of the precipitation. On the other hand, for the rainy months during the 48 h forecast,
the maximum increase was up to 19 mm d−1 when the NALCMS was used. This was observed mainly
in the center (Mexico City) and west (State of Mexico) of the study area (Figure 1). The average hourly
precipitation rate (Supplementary Material, Figure S6) did not change significantly for the dry months,
and the WRF model correctly predicted the absence of precipitation with either of the two LULCs.
For this reason, the analysis was focused on rainy months, which it was observed that the location of
precipitation was modified [20–24].

In Figure 10, the predicted and observed average hourly precipitation is shown for station 10 for
September. At this location, the conversion from shrubland (USGS) to dryland cropland (NALCMS)
decreased the amount of latent heat flux (not shown), which led to a decrease in precipitation. With these
results, predicted values closer to the observations were obtained, however this did not happen for
all stations.



Atmosphere 2020, 11, 1242 15 of 20

Atmosphere 2020, 11, x FOR PEER REVIEW 14 of 19 

 

wind speed: (a) dry season (January and April), (b) rainy season (July and September); average 
minimum wind speed: (c) dry season (January and April), (d) rainy season (July and September). 

4.3. Precipitation 

Maps of the average daily accumulated precipitation are shown in Figure S6 (Supplementary 
Material). Analysis suggests that, for the dry months, both experiments produced a similar spatial 
distribution of the precipitation. On the other hand, for the rainy months during the 48 h forecast, the 
maximum increase was up to 19 mm d−1 when the NALCMS was used. This was observed mainly in 
the center (Mexico City) and west (State of Mexico) of the study area (Figure 1). The average hourly 
precipitation rate (Supplementary Material, Figure S6) did not change significantly for the dry 
months, and the WRF model correctly predicted the absence of precipitation with either of the two 
LULCs. For this reason, the analysis was focused on rainy months, which it was observed that the 
location of precipitation was modified [20–24]. 

In Figure 10, the predicted and observed average hourly precipitation is shown for station 10 for 
September. At this location, the conversion from shrubland (USGS) to dryland cropland (NALCMS) 
decreased the amount of latent heat flux (not shown), which led to a decrease in precipitation. With 
these results, predicted values closer to the observations were obtained, however this did not happen 
for all stations. 

The RMSE was calculated for the hourly precipitation during the 120 h of forecast. Table 5 shows 
the maximum RMSE values for the 10 stations. Using the NALCMS (USGS) data, the maximum 
RMSE values are between 0.73 (0.38) and 1.24 (1.15) mm h−1 for July, and between 0.77 (0.41) and 1.56 
(0.84) mm h−1 for September. It was found that both experiments overestimated the average hourly 
precipitation; however, the smallest RMSE values were obtained for the USGS data. This is observed 
in the 120 h forecast in July for both datasets (USGS and NALCMS) and in September in the 48 h 
forecast for USGS, and during the 96 h forecast for NALCMS (Table 5). 

The precipitation results obtained with the NALCMS experiment were very similar to those with 
USGS. In addition, these results are consistent with those of previous studies, specifically with those 
of [3,9]. 

  
(a) (b) 

  
(c) (d) Atmosphere 2020, 11, x FOR PEER REVIEW 15 of 19 

 

 
(e) 

Figure 10. Average hourly precipitation for station 10 in the State of Mexico during the 120 h Figure 
1. The thick bars represent the monthly average. Green bar represents the average of observations, 
and the red (blue) bar the average of the experiment using the NALCMS (USGS) data. (a) 24 h forecast, 
(b) 48 h forecast, (c) 72 h forecast, (d) 96 h forecast, and (e) 120 h forecast. 

Table 5. Maximum RMSE values reached considering the 10 meteorological stations for the average 
hourly precipitation during the forecast of 120 h. 

  Hourly Precipitation [mm h−1] 
  24-h 48-h 72-h 96-h 120-h 

July 
NALCMS <1.13 <1.24 <1.04 <0.96 <0.73 

USGS <0.78 <0.60 <1.15 <0.59 <0.38 

September 
NALCMS <1.42 <1.35 <1.56 <0.77 <1.11 

USGS <0.77 <0.41 <0.52 <0.79 <0.84 

4.4. Physical Processes 
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Figure 10. Average hourly precipitation for station 10 in the State of Mexico during the 120 h Figure 1.
The thick bars represent the monthly average. Green bar represents the average of observations, and the
red (blue) bar the average of the experiment using the NALCMS (USGS) data. (a) 24 h forecast, (b) 48 h
forecast, (c) 72 h forecast, (d) 96 h forecast, and (e) 120 h forecast.

The RMSE was calculated for the hourly precipitation during the 120 h of forecast. Table 5 shows
the maximum RMSE values for the 10 stations. Using the NALCMS (USGS) data, the maximum
RMSE values are between 0.73 (0.38) and 1.24 (1.15) mm h−1 for July, and between 0.77 (0.41) and
1.56 (0.84) mm h−1 for September. It was found that both experiments overestimated the average
hourly precipitation; however, the smallest RMSE values were obtained for the USGS data. This is
observed in the 120 h forecast in July for both datasets (USGS and NALCMS) and in September in the
48 h forecast for USGS, and during the 96 h forecast for NALCMS (Table 5).
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Table 5. Maximum RMSE values reached considering the 10 meteorological stations for the average
hourly precipitation during the forecast of 120 h.

Hourly Precipitation [mm h−1]

24-h 48-h 72-h 96-h 120-h

July
NALCMS <1.13 <1.24 <1.04 <0.96 <0.73

USGS <0.78 <0.60 <1.15 <0.59 <0.38

September
NALCMS <1.42 <1.35 <1.56 <0.77 <1.11

USGS <0.77 <0.41 <0.52 <0.79 <0.84

The precipitation results obtained with the NALCMS experiment were very similar to those with
USGS. In addition, these results are consistent with those of previous studies, specifically with those
of [3,9].

4.4. Physical Processes

Land cover changes have been considered as one of the most significant modifications to natural
ecosystems [10]. The improvement in the forecast performance that is observed when using NALCMS
is mainly due to the following physical processes.

For temperature, the changes in albedo and sensible and latent heat are the main contributors.
Built-up areas alter thermal characteristics and moisture pathways, adding an extra energy supply
to the region [1]. The reduction in vegetation and soil in urban areas decreases evapotranspiration
and its associated latent heat. This keeps heat in the ground and the daily minimum temperature
increases because of the reduction in one of the mechanisms whereby the ground loses heat. The albedo
modification produces changes in the amount of energy absorbed (or reflected), affecting the amount
of heat exchange between the surface and the atmosphere.

The wind speed predicted by the WRF model is at a height of 10 m and is sensitive to the surface
roughness. The wind speed in built-up areas decreases because the height of the urban buildings is
usually higher than that of other natural vegetation, which increased the roughness of the surface,
hindering the air circulation and lowering the wind speed [11]. In areas where the previous LULC
was cropland, urbanization increased friction. On the other hand, in regions where the previous land
cover was forest, the friction may decrease, depending on the type of forest and the average building
characteristics (e.g., the height of the buildings).

The impacts of LULC changes on precipitation are complex [2]. Modifications in precipitation
are more difficult to attribute to a cause, since several spatial scales are involved in the processes
that lead to precipitation changes. Urbanization induces a series of complex changes in land
surface roughness, soil moisture, and the exchange of water and energy between the land and the
atmosphere [15]. These changes can either offset or enhance each other and complicate the spatial
patterns of precipitation [19]. In our study, the microclimates may be modified because under
urbanization local thermal convection increases and modifies the small-scale circulation patterns.
Since the air temperature increases, this may be a contributor to the delay in the peak hour of
precipitation. In addition, changes in local circulation also contributed to modifying the spatial
distribution of precipitation.

5. Conclusions

This study evaluated the impacts of two LULC datasets on the operational weather forecast using
the WRF model in central Mexico. Two experiments were completed as an operational forecast for
120 h, one using the USGS dataset and another using the NALCMS dataset. The updated NALCMS
data agree better with the current land use conditions than the USGS data. Land cover such as
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grasslands, shrubland, and mixed and evergreen forests in USGS were replaced by cropland and urban
and built-up land.

The RMSE and MAE of the average wind speed at 10 m decreased in the NALCMS experiment
in comparison to the USGS experiment. Due to the surface roughness length, the NALCMS data
improved the wind speed forecast quality. The friction and drag of the updated surfaces reduced the
RMSE up to 0.6 m s−1. The maximum reduction in RMSE reached up to 1.2 m s−1. The RMSE of the
maximum wind speed was lower than the minimum wind speed, and larger in the rainy than in the
dry season. The lowest RMSE values were observed from a 48 h forecast.

The application of updated and accurate LULC data (NALCMS) improved the forecast of the
near-surface maximum and minimum temperatures. The RMSE was reduced up to 0.6 ◦C during the
rainy month (July) from a 48 h forecast. However, the differences between the USGS and NALCMS
experiments reached up to 2.5 ◦C (average daily maximum temperature). During the dry and rainy
season, the daily maximum temperature was better predicted mainly during the 72 h forecast and
when NALCMS was used, and the daily minimum temperature was better predicted for the dry month
(January) during the entire forecast.

The predicted precipitation showed that the WRF model was able to capture the main features of
the observed precipitation, and the precipitation results obtained with the new NALCMS data were
very similar to those obtained with USGS.

The reduction in the error magnitudes of the variables analyzed is consistent with previous studies,
specifically with those of [12,13] for the wind speed at 10 m, [12,13] for the near-surface temperature at
2 m, and [3,9] for the precipitation.

From our results, it was observed that the most reliable forecast is the forecast from 48 to 72 h.
This window provides the lowest error on which decision-makers could base their conclusions.
This study follows those from [29,31] in the search for better weather forecasts in central México,
a region influenced by tropical and middle latitude meteorological systems. The results may apply to
other large urban areas.

Finally, even if the weather forecast was improved, research on physical parameterization schemes
for the region should be conducted, with a focus on LSM schemes to obtain a better representation
of land surface processes. LSMs with a higher level of complexity have been shown to improve
predictions [51]. For example, studies such as Teklay et al. [9] have shown that Noah/USGS can
decrease the RMSE of precipitation up to 1.36 mm d−1 compared to Thermal Diffusion/USGS. However,
a combination of Noah and new LULC data can further lower bias. Particularly for Mexico, this is an
issue that needs to be investigated in the future.

Supplementary Materials: The following are available online at http://doi.org/10.5281/zenodo.4067211: Table S1,
Figures S1–S7.
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