
Table S1. Performance of machine learning models under different sensitivity cutoffs 

Sensitivity SVM ANN XGB 

Specificity Precision Accuracy Specificity Precision Accuracy Specificity Precision Accuracy 

10.0% 97.1% 37.8% 84.2% 97.7% 43.2% 84.7% 97.5% 41.0% 84.5% 

25.0% 91.4% 33.4% 81.5% 94.6% 44.4% 84.3% 92.7% 37.3% 82.7% 

50.0% 78.7% 29.0% 74.5% 82.1% 32.7% 77.4% 82.5% 33.2% 77.7% 

75.0% 62.1% 25.6% 64.0% 60.0% 24.6% 62.3% 64.8% 27.0% 66.3% 

90.0% 37.2% 19.9% 45.0% 37.9% 20.1% 45.6% 40.9% 20.9% 48.2% 

 


