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Abstract: In order to solve the problems of high subjectivity, frequent error occurrence and easy
damage of traditional corn seed identification methods, this paper combines deep learning with
machine vision and the utilization of the basis of the Swin Transformer to improve maize seed
recognition. The study was focused on feature attention and multi-scale feature fusion learning.
Firstly, input the seed image into the network to obtain shallow features and deep features; secondly,
a feature attention layer was introduced to give weights to different stages of features to strengthen
and suppress; and finally, the shallow features and deep features were fused to construct multi-scale
fusion features of corn seed images, and the seed images are divided into 19 varieties through a
classifier. The experimental results showed that the average precision, recall and F1 values of the
MFSwin Transformer model on the test set were 96.53%, 96.46%, and 96.47%, respectively, and the
parameter memory is 12.83 M. Compared to other models, the MFSwin Transformer model achieved
the highest classification accuracy results. Therefore, the neural network proposed in this paper can
classify corn seeds accurately and efficiently, could meet the high-precision classification requirements
of corn seed images, and provide a reference tool for seed identification.

Keywords: corn seeds; image identification; multi-scale feature fusion; deep learning; machine vision

1. Introduction

In many countries, corn is not only one of the important food crops, but it also plays an
important role in feed production, industrial raw materials, and bioenergy [1,2]. Improving
maize production technology can effectively promote the high-quality development of
agriculture and drive the growth of the national economy. In the process of agricultural
production, seeds are the most basic means of production and the “chip” of agriculture [3,4].
At present, in order to meet the needs of grower recognition of varieties and the different
regional environment planting needs, breeders have developed a considerable number
of maize varieties. Although these varieties meet the market demand, the risk of mixing
seeds is raised. For example, in the process of seed production, processing, storage and
transportation, the quality of seed has not been completely effective in detection and control;
or in the process of selling seeds, some individuals or enterprises use low-quality corn
varieties to fake high-quality corn varieties to make huge profits [5]. All these behaviors
will eventually lead to the low purity of seeds. However, the poor purity of maize seeds
would potentially reduce the germination rate, seedling rate and disease resistance of
maize, evenly affecting the yield of crops and the income of farmers [6]. The accurate
identification of seed varieties plays an important role in reducing seed mixing, improving
seed purity and ensuring market circulation order. Therefore, it is urgent to explore a
nondestructive, efficient and environmental friendly identification method to select high-
quality maize seed varieties, provide pure maize seeds for the market and consumers,
enhance the international competitiveness of one country’s agricultural products and
ensure the sustainable development of agricultural production.
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The traditional identification methods of seed purity include the morphological in-
spection method, field planting inspection method, chemical identification method and
electrophoresis technology inspection method [7–10], however, the above methods are
time-consuming, cumbersome in their identification processes and need professional per-
sonnel, so they are not suitable for mass analysis and nondestructive testing of seeds.
In recent years, hyperspectral imaging technology [11–14] has been widely studied in seed
purity detection, which has the characteristics of combining image and spectral informa-
tion. For example, Wang [15] combined hyperspectral spectral data with image texture
features and used least squares support vector machine to classify different corn seed
varieties. Based on the two data fusion methods, the classification accuracy of 88.889% is
obtained, and the classification effect is better. The results show that hyperspectral imaging
technology has the potential of online and real-time variety classification. Xia [16] et al.
collected hyperspectral images (400–1000 nm) of corn seeds of 17 varieties, and extracted
14 features including spectral features and imaging features from the hyperspectral images,
and a LS-SVM classification model based on MLDA wavelength selection algorithm is
proposed, which achieves high classification accuracy. This method can be effectively used
for seed classification and identification. Zhang [17] combined hyperspectral imaging
with deep convolutional neural network (DCNN) to classify the endosperm side aver-
age spectra extracted from four different varieties of maize seeds, and compared DCNN,
K nearest neighbor (KNN), and Support Vector Machine (SVM) performance of three net-
works. In most cases, DCNN outperforms the other two networks in all aspects, achieving
93.3% accuracy. But hyper-spectrometer equipment is expensive, which is not conducive
to practical application. With the rapid development of machine vision technology, more
and more researchers rely on extracting seed characteristics, such as color, size, texture,
and so on, and combined with classifier to classify seed varieties. For example, Wang [18]
and others extracted the color and geometric features of corn seeds, reduced the dimension
of the extracted features by using the principal component analysis method, and used them
as the input of BP neural network for variety recognition. The comprehensive recognition
rate of this method can reach more than 97%, which shows that it is feasible to use seed
characterization for variety recognition and identification. Kantip [19] et al. proposed a
method combining the color and texture features of corn seeds with support vector machine
classifier to classify more than ten categories of seed defects. In tens of thousands of sample
images, the accuracy of normal seed category is 95.6%, and the accuracy of defective seed
category is 80.6%. This method provides useful information for the future development
of seed quality identification. However, in the process of artificial feature selection and
extraction, the operation steps are cumbersome, the time cost is high, and the recognition
accuracy is greatly affected by the error of feature extraction. In summary, these seed
inspection methods are difficult to meet the need for real-time seed classification during
seed processing. Therefore, there is a need to investigate a nondestructive, efficient and
end-to-end method for classifying maize seed varieties.

Deep learning [20–22] has continuously made breakthroughs in image fields such as
image classification [23–25], object detection [26–28] and semantic segmentation [29–31] by
virtue of its strong learning ability and wide coverage. Solve the tedious feature extraction,
and the features extracted by deep learning have more generalization ability. The seed
variety classification model based on convolutional neural network (CNN) has also become
the focus of many scholars’ research [32,33]. However, maize seeds of different varieties are
highly similar in appearance, and the spatial perception of CNN is localized and cannot
model the long-distance dependencies within the images, which has limited ability to
extract similar features and cannot achieve accurate classification of maize seeds.

In order to extract the characteristic information of corn seeds more comprehensively
and improve the accuracy of identification of corn seed varieties. In this study, a corn seed
classification model based on the Swin Transformer is proposed. The self-attention mecha-
nism of this model can efficiently extract image information. At the same time, the model is
improved for the characteristics of maize seeds and images, so that it can effectively learn
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the detailed differences between different varieties of maize seeds, to provide new ideas for
seed classification to achieve refinement.

2. Materials and Methods
2.1. Image Acquisition and Preprocessing
2.1.1. Data Source and Acquisition

In this study, 19 different maize seeds were selected, including ChunQiu313,
FuLai135, HeYu160, HuiHuang103, HuiHuang109, HX658, JH115, JH122, JinHui579,
JiuDan21, JLAUY205, JLAUY1825, JLAUY1859, JX108, JX317, LuYu711, TianFeng8, TongDan168,
XinGong379 (Figure 1). In the process of sample selection, seeds with plump grains and
uniform shape were manually screened as experimental samples, and the varieties to which
they belonged were identified by experts. Then the image acquisition work is carried out.
To ensure the randomness of the data, the canon 70D camera is used to capture the corn
seed image under the indoor natural light. The acquisition equipment is shown in Figure 2.
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2.1.2. Image Preprocessing

The research on Maize Variety identification is the research on the authenticity and pu-
rity of maize seeds. Because the seed purity is composed of the authenticity of a single seed,
the single seed identification method is used to identify the seed varieties [34]. The image
containing multiple corn seeds needs to be cut (Figure 3). Firstly, the image is denoised by
Gray processing and Gaussian filter [35], and then Thresholding [36]. The edge of the corn
seed is obtained by the contour extraction algorithm, and then the coordinates of the center
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point and four vertices of the corn seed are obtained by the minimum circumscribed matrix
method. Finally, the samples completely containing corn seeds were obtained by cutting,
and a total of 6423 original images were obtained.
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Figure 3. Corn seed image cutting processing.

The sample distribution of the dataset is shown in Figure 4, where 0 is ChunQiu313,
1 is FuLai135, 2 is HeYu160, 3 is HuiHuang103, 4 is HuiHuang109, 5 is HX658, 6 is
JH115, 7 is JH122, 8 is JinHui579, 9 is JiuDan21, 10 is JLAUY205, 11 is JLAUY1825, 12 is
JLAUY1859, 13 is JX108, 14 is JX317, 15 is LuYu711, 16 is TianFeng8, 17 is TongDan168,
and 18 is XinGong379.
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It can be seen from Figure 4 that the total number of samples in the data set is insuffi-
cient and the distribution of various samples is uneven, which will affect the classification
effect of the model [37,38]. To improve the generalization ability and robustness of the
model, data enhancement methods such as vertical rotation, random brightness and salt
and pepper noise are used to increase the number of data sets.

Figure 5 shows an example of image enhancement. Taking LuYu711 as an example,
224 original images are enhanced to 896 by random rotation and vertical flip, and then the
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images are expanded from 896 to 1563 by Gaussian blur, random brightness and salt and
pepper noise.
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As shown in Table 1, all kinds of samples in the expanded data set are basically bal-
anced, with a total of 32,500. Then, 80% of the data set is randomly selected as the training
set and 20% as the test set. This paper adopts the 5-fold cross verification method [39],
that is, 20,790 pictures are extracted from the training set as training data and 5197 pictures
as verification data each time, and the verification data is not repeated.

Table 1. Profile of samples.

Seed Category Number of Original
Samples

Number of Enhanced
Samples Label

ChunQiu313 346 1730 0
FuLai135 411 1631 1
HeYu160 470 1882 2

HuiHuang103 336 1680 3
HuiHuang109 368 1843 4

HX658 191 1329 5
JH115 193 1351 6
JH122 227 1580 7

JinHui579 459 1836 8
JiuDan21 289 1728 9

JLAUY205 366 1830 10
JLAUY1825 355 1774 11
JLAUY1859 369 1845 12

JX108 265 1847 13
JX317 356 1773 14

LuYu711 224 1563 15
TianFeng8 367 1835 16

TongDan168 413 1703 17
XinGong379 418 1740 18

Total 6423 32,500 /
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2.2. Model Building
2.2.1. Transformer Model

The transformer model [40] was first applied in the field of natural language processing.
It adopts encoder decoder architecture. Both are stacked by multi head attention layer,
and feed forward network connection layer. Skip, connect and layer normalization layers
are added behind each sub-layer. The core concept of the transformer is the multi head
attention mechanism [41], which is connected by multiple self-attention. The structure is
shown in Figure 6. The attention mechanism [42] actually wants the computer to imitate
the human visual system and efficiently pay attention to the more critical information in
the task goal. Self-attention first needs to set three trainable weight matrices Q, K and V;
the input vector is multiplied by Q matrix, K matrix and V matrix to obtain the query vector,
key vector and value vector, and then use the Scaled dot-product attention to calculate the
attention weight,

sel f _attention(Q, K, V) = So f tmax
(

QKT
√

dk

)
V (1)

where, Q, K and V represent query, key and value matrices, respectively; The vector
dimension of each key is dk,The dimension of the value is dv. Finally, connect multiple
self-attention mechanisms to form a multi head attention mechanism, and its calculation
formula is as follows:

MultiHead(Q, K, V) = Concat(head1, . . . , headh)Wo

headi = Attention
(

QWQ
i , KWK

i , VWV
i

) (2)

where, Wo is the weight matrix, WQ
i , WK

i , WV
i is the conversion matrix of Q, K and V,

respectively; Concat means to merge the attention information of all headers.
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With the continuous advancement of research, some scholars have migrated trans-
former technology to the field of computer vision [43,44]. Compared with convolutional
neural network (CNN), the Transformer’s self-attention is not limited by local interaction,
so that the model can not only be parallelized training, but also mine long-distance depen-
dencies and extract more powerful features. Vision Transformer (ViT) [45,46] is the first
work of transformer to replace standard convolution in machine vision. But the ViT model
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still has shortcomings such as being unable to model the spatial information of pictures,
requiring large computing resources, and low learning efficiency. When the amount of data
is not large enough, its advantages cannot be reflected.

2.2.2. Swin Transformer Model

Aiming at some problems of Transformer model in CV field, Microsoft proposed an
improved model-Swin Transformer model [47,48]. It adopts a hierarchical construction
method, which not only has the advantages of CNN processing large-size images, but also
has the advantages of using moving windows to establish long-range dependencies, which
solves the problems of computational complexity and lack of information interaction
between groups. The Swin-T network structure is shown in Figure 7.
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Figure 7. Swin Transformer model structure diagram.

Swin-T consists of four stages, and each stage reduces the resolution of the input
feature map to expand the receptive field layer by layer. Similar to ViT, the image is first
input into the Patch Partition module to divide the image into non-overlapping image
blocks, each divided image block is regarded as a token, and the flattening operation
is performed in the channel direction. The Linear Embedding module then uses linear
variation to map it into a vector of dimension C (Figure 8). Each Swin Transformer module
consists of two Blocks.
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2.2.3. Swin Transformer Block

The core part of Swin-T is the Swin Transformer block, the detailed structure is shown
in Figure 9. This module is a cascade of two multi-head attention modules, consisting
of Windowed Multi-Head Self-Attention (W-MSA), Shifted Windowed Multi-Head Self-
Attention (SW-MSA) and Multilayer Perceptron (MLP) [49].The LayerNorm layer is used
before each MSA module and each MLP to make the training more stable and connected
by residual after each module. Expressed as:

X̂l = W −MSA
(

LN
(

Xl−1
))

+ Xl−1

Xl = MLP
(

LN
(

X̂l
))

+ X̂l

X̂l+1 = SW −MSA
(

LN
(

Xl
))

+ Xl

Xl+1 = MLP
(

LN
(

X̂l+1
))

+ X̂l+1

(3)

where, Xl and X̂l denote the output features of the two self-attention modules and the MLP
module in block L, respectively.
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2.2.4. W-MSA Module and SW-MSA Module

Different from the multi-head self-attention used in the ViT model, the window
multi-head self-attention (W-MSA) in the Swin-T model first divides the input image into
non-overlapping windows, and then the pixels in each window can only be the inner
product is performed with other pixels in the window to obtain information, so that the
computational complexity of W-MSA is linearly related to the image size. In this way,
the computational complexity of the network can be greatly reduced, thereby improving
the computational efficiency of the network. The computational complexity of MSA and
W-MSA are:

Ω(MSA) = 4hwC2 + 2(hw)2C
Ω(W −MSA) = 4hwC2 + 2M2hwC

(4)

Among them, the former h × w has quadratic complexity, while the latter has linear
complexity when M is fixed.

Although the computational complexity problem has been solved, the information
interaction between windows can’t be carried out, resulting in the inability to obtain more
globally accurate information, which will affect the accuracy of the network. To achieve
information exchange between different windows, Shifted Window Multi-Head Self-
Attention (SW-MSA) [50] is introduced. Each loop image is simultaneously shifted to
the left and up by a certain window, then the cyan and red regions in Figure 10c are shifted
to the right and below of the image, respectively. The SW-MSA mechanism can complete
the pixel self-attention calculation of the offset window, thereby indirectly increasing the
receptive field of the network and improving the efficiency of information utilization.
The specific operation is shown in Figure 10.



Agronomy 2022, 12, 1843 9 of 20

Agronomy 2022, 12, x FOR PEER REVIEW 9 of 21 
 

 

 
Figure 10. (a) Input image (b) Window segmentation of input image through W-MSA (c) Opera-
tion of moving window (d) Different window segmentation methods through SW-MSA. 

2.3. MFSwin-T Model Design 
Swin-T can automatically learn from images and find discriminative and representa-

tive features and obtain final classification results by training the model. However, con-
sidering that the characters of corn seeds of different varieties are not obvious and difficult 
to distinguish, and there are differences between different varieties not only in shape and 
outline, but also in texture and details. The Swin-T model usually only utilizes the high-
order features of the last stage, and the high-order features reflect more abstract semantic 
features, such as contour, shape and other features. The low-level semantic information is 
usually in the first few layers of the deep network, which can reflect the subtle changes in 
texture and color of seeds. Shallow networks contain more features and have the ability 
to extract key subtle features [51]. Although the shallow network has a strong ability to 
represent detailed information, its receptive field is small and lacks generalization of the 
overall seed image. In response to this problem, this paper considers the fusion of shallow 
network and deep network features, so as to learn a more comprehensive and effective 
feature representation, and extract corn seed information more completely [52]. Therefore, 
this paper establishes a network MFSwin-Transformer based on multi-scale feature fusion 
to classify 19 different varieties of maize seeds. The specific structure is shown in the Fig-
ure 11. 

Figure 10. (a) Input image (b) Window segmentation of input image through W-MSA (c) Operation
of moving window (d) Different window segmentation methods through SW-MSA.

2.3. MFSwin-T Model Design

Swin-T can automatically learn from images and find discriminative and representative
features and obtain final classification results by training the model. However, considering
that the characters of corn seeds of different varieties are not obvious and difficult to
distinguish, and there are differences between different varieties not only in shape and
outline, but also in texture and details. The Swin-T model usually only utilizes the high-
order features of the last stage, and the high-order features reflect more abstract semantic
features, such as contour, shape and other features. The low-level semantic information is
usually in the first few layers of the deep network, which can reflect the subtle changes in
texture and color of seeds. Shallow networks contain more features and have the ability
to extract key subtle features [51]. Although the shallow network has a strong ability
to represent detailed information, its receptive field is small and lacks generalization of
the overall seed image. In response to this problem, this paper considers the fusion of
shallow network and deep network features, so as to learn a more comprehensive and
effective feature representation, and extract corn seed information more completely [52].
Therefore, this paper establishes a network MFSwin-Transformer based on multi-scale
feature fusion to classify 19 different varieties of maize seeds. The specific structure is
shown in the Figure 11.

As can be seen from the figure, MFSwin-T model is composed of a backbone network,
multi-stage feature fusion module and classification and recognition layer.
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2.3.1. Backbone Network

The original Swin-T backbone network includes four stages. However, due to the
increase in multi-head attention and the number of channels, it still occupies a large
amount of computing resources and cannot meet the needs of real-time identification of
corn seeds on resource-constrained devices. To avoid too many parameters, the increase in
computational complexity leads to overfitting, so this paper cuts off stage 4 in the backbone
network of the Swin-T model. First, input the image I ∈ RC×H×W into the network,
and obtain the characteristics of each stage F1 ∈ RC1×H1×W1 , where: C, H and W represent
the input height, width and number of channels of the image, respectively; C1, H1 and W1
represent the height, width and number of channels of features at each stage, respectively.
Specifically, the input image I ∈ R224×224×3 is sent to the backbone network, the output
size of stage1 is F1 ∈ R56×56×96, the output of stage2 is F2 ∈ R28×28×192, and the output
of stage3 is F3 ∈ R14×14×384. The Pool Layer is added after each stage, which consists
of Linear, GELU, LayerNorm, and Average Pool. It mainly performs downsampling
operation through the adaptive average pooling layer to unify the dimension of the feature
vector, so that the dimensions of the features in different stages are the same. The unified
dimensions are F1,2,3 ∈ R1×1×384. Finally, the Concat method is used to splice the feature
vectors obtained in different stages.

F4 = Concat(F1, F2, F3) (5)

Among them, F4∈R1×3×384 represents the dimension obtained by splicing the feature
vectors of the three stages.

2.3.2. Multi-Stage Feature Fusion Module

The multi-stage feature fusion module takes the output of the backbone network
feature extraction unit as input. To enable the model to selectively emphasize key features,
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this paper designs a feature attention layer, which consists of Linear and Softmax (Figure 12).
The specific calculation is as follows:

w = So f tmax(Linear(Mean(F4))) (6)
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Among them, w∈R1×3×1, w represents the weight, Linear is a linear transforma-
tionMean ():R1×3×384 -> R1×1×384, represents the average operation of three eigenvectors.
Softmax represents the normalized exponential function. Softmax’s formula is as follows:

So f tmax(zi) =
exp(zi)

∑j exp
(
zj
) (7)

where z is a vector, zi and zj is one of the elements.
The stitched feature vectors are input into the feature attention layer, which gives

different weights to the feature vectors in different stages to obtain w1, w2, w3, Make the
important features be assigned large weight to achieve enhancement, while other features
are assigned small weight to achieve autonomous inhibition, so as to learn the key charac-
teristics of different maize seed varieties. After the feature weight is obtained, it is passed
into the feature fusion layer structure as shown in Figure 13, and the feature weight is
multiplied by the feature vector element by element, and finally the multi-scale fusion
feature F_ f inal is obtained. The specific calculation is as follows:

F_ f inal = BL(Sum((BL(F4)× w))) (8)
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Among them, F_ f inal∈R1×1×384, Sum ():R1×3×384 -> R1×1×384, BL is composed of
Linear, GELU and LayerNorm.

2.3.3. Classification and Recognition Layer

Finally, F_ f inal is input into the SoftMax classifier for classification and recognition of
19 different varieties of corn seeds. Its specific calculation is as follows:

Out = So f tmax(Linear(F_ f inal)) (9)

Among them, F_ f inal∈R1×19, represents the category of corn seeds.

3. Results
3.1. Experimental Environment and Hyperparameters

The classification model and comparative experiments proposed in this paper are
all carried out in the Windows 10 operating environment, and the experimental models
are implemented using the Pytorch deep learning framework. The specific experimental
environment parameters are shown in Table 2.

Table 2. Experimental environment configuration.

Accessories Operating System Development Framework Development Language CUDA GPU RAM

Parameter Windows10 Pytorch1.11.0 Python3.8.3 11.4 GeForce RTX 3080 32 G

In order to train the best model, we conduct multiple pre-experiments using the
original Swin transformer model, and the hyperparameters of the model are set as follows:
The size of the input corn seed image is set to 224× 224, and the learning rate is an important
hyperparameter for deep learning. If the learning rate is set too small, the convergence
of the network will be too slow and the training time will be prolonged; if the learning
rate is set too large, it will lead to the shock cannot converge. Therefore, during the pre-
experiment, the learning rate was divided into four groups, 0.1, 0.01, 0.001 and 0.0001,
respectively, and the batch size was set to 8, 16, 32 and 64. Through the comparative
experiment, the learning rate is finally set to 0.0001 and the batch size is set to 32. At the
same time, in the pre-experiment process, it was found that the model can converge when
the number of Epochs is less than 50, so the number of experimental training iterations
Epochs is set to 50. At the same time, the optimizer of the network selects the Adaptive
Moment (Adam), and selects the Cross-Entropy loss function. The hyperparameters of the
specific model are shown in Table 3.

Table 3. Parameters for model training.

Parameter. Parameter Value

Epoch 50
Learning rate 0.0001

Batch-size 32
Optimizer Adam

3.2. Evaluation Indicators

In the field of machine learning, confusion matrices are often used to compare the
results of model classification in supervised learning. Each column of the matrix represents
the predicted class, and each row represents the actual class. Taking the binary classification
problem as an example, define the actual result as positive and the predicted result as
positive, denoted as TP; if the actual result is negative, the predicted result is positive,
denoted as FP; if the actual result is positive, the predicted result is negative, denoted as FN;
The actual result is negative, the predicted result is negative, denoted as TN. The specific
structure of the confusion matrix is shown in Table 4.
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Table 4. Confusion matrix of binary classification problem.

Confusion Matrix
Actual Results

Positive Negative

Forecast Results
Positive TP FP

Negative FN TN

For the corn seed data set built in this paper, the confusion matrix is used to calculate
the Accuracy, Precision, Recall and F1 score of each network as the index to evaluate the
effect of the model on corn seed variety recognition. In a multi-class classification task, treat
each breed individually as “positive” and all other breeds as “negative”. To measure the
performance of the entire network, the average precision and recall of 19 different varieties
were calculated. Usually, Precision and Recall are a pair of contradictory indicators, so this
paper uses the F1 score to calculate the weighted average of Precision and Recall. The higher
the F1 score, the higher the model prediction accuracy and the better the performance.
The calculation process of each evaluation index is shown in Table 5:

Table 5. Calculation formulas of each indicator.

Index Formula Significance

Accuracy Accuracy = TP+TN
TP+TN+FP+FN

The number of correct predictions by the model, as a
proportion of the total sample size

m-Precision m− Precision = TP
TP+FP

Among the samples that the model predicts as positive,
the model predicts the correct proportion of samples

Precision Precision = avg(
19
∑

m=1
m− Precision) Average accuracy of 19 varieties

m-Recall m− Recall = TP
TP+FN

In the samples whose true value is positive, the model
predicts the correct proportion of samples

Recall Recall =
19
∑

m=1
(m− Recall) Average recall rate of 19 varieties

F1-Score F1 = 2× Recall×Precision
Recall+Precision F1 score is the harmonic average of accuracy and recall

At the same time, in order to measure the performance of the network, the parameter
memory requirements and FLOPs are also used as the evaluation indicators of the model.
The parameter memory demand is determined by the number of parameters. On the
premise of meeting the task requirements, the smaller the parameter memory, the less
the consumption of computer memory resources and the higher the applicability. FLOPs
refer to the number of floating point calculations, that is, the time complexity of the model.
The lower the FLOPs, the less computation the model needs and the shorter the network
execution time. FPS refers to the number of corn seed images processed per second, which
can measure the recognition speed of the model. The larger the FPS, the faster the inference
speed of the classification model.

3.3. Analysis of Experimental Results and Evaluation of Network Performance
3.3.1. Deep Feature Extraction Experiment

This experiment uses the Swin Transformer model. First, input the corn seed image
into the network to get 7 × 7 deep features with 768 channels. Then, through the classi-
fication layer, the probability of 19 categories is predicted. The deep feature extraction
experiment is the Baseline experiment in this paper. Finally, the average accuracy on the
corn seed image dataset is 92.9%.

3.3.2. Multi-Scale Feature Fusion Experiment

This experiment extracts multi-scale features of corn seed images. To prevent overfit-
ting due to too many parameters, we cut off Stage 4 in the Swin Transformer model. First,
the corn seed image is input into the network, and the adaptive average pooling method
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is used to sample the features of the three stages, and the features are uniformly mapped
to the channel dimension of 384. Then the features of the above three stages are spliced
and fused on average to obtain multi-scale fusion features. Finally, the classifier is used
for seed classification. The experimental accuracy is shown in the Table 6. The average
accuracy on the corn seed image dataset is 94.8%, which is 1.9% higher than that of the
Baseline experiment. The experimental results show that the fusion of shallow network
features and deep network features is effective, the shallow feature resolution is higher,
and it has a strong ability to represent seed detail information.

Table 6. Indicators of ablation experiments.

Evaluation Indicators
Method

Baseline Multiscale Features Multi-Scale Features + Feature Attention

Average Accuracy (%) 92.91 94.77 96.47
Average Precision (%) 93.36 94.26 96.53

Average Recall (%) 92.86 94.38 96.46
Average F1-Score (%) 93.00 94.27 96.47

3.3.3. Multi-Scale Feature Fusion Experiment with Feature Attention Layer

This experiment adds the feature attention layer based on the above experiment. Three
feature weights can be obtained by passing the above average fused features through
the attention layer, and then the feature weights are multiplied with the features of each
stage to obtain the final multi-scale fused features. The experimental accuracy is shown
in the Table 6. Compared with the 4.3.2 experiment, the accuracy is increased by 1.6%.
The experimental results show that adding the feature attention layer can effectively
integrate the features of different stages and improve the classification ability of the model
for corn seed varieties.

3.4. Comparative Experiment and Analysis

To verify the effectiveness and superiority of the improved model proposed in this
paper, the MFSwin-Transformer model is compared with some representative convolutional
neural networks [53–55] under the same dataset, experimental environment and the same
network parameter configuration. Comparative experiments are carried out, including
AlexNet [56–58], Vgg16 [59–61], ResNet50 [62–64], Visio-Transformer, Swin-Transformer
models. Table 7 lists the main parameters of some comparison networks.

Table 7. Main parameters of classical convolutional neural network.

AlexNet VGG16 ResNet50

Layer1: 11 × 11, 96; 3 × 3 Maxpool
Layer2: 5 × 5, 256; 3 × 3 Maxpool

Layer3: 3 × 3, 384
Layer4: 3 × 3, 384

Layer5: 3 × 3, 256; 3 × 3 Maxpool
FC-1: 4096
FC-2: 4096

FC-3: 19
Classifier: Softmax

Layer1 :
[

3× 3, 64
3× 3, 64

]
; 2 × 2 Maxpool

Layer2 :
[

3× 3, 128
3× 3, 128

]
; 2 × 2 Maxpool

Layer3 :

3× 3, 256
3× 3, 256
3× 3, 256

; 2 × 2 Maxpool

Layer4 :

3× 3, 512
3× 3, 512
3× 3, 512

; 2 × 2 Maxpool

Layer5 :

3× 3, 512
3× 3, 512
3× 3, 512

; 2 × 2 Maxpool

FC-1: 4096
FC-2: 4096

FC-3: 19
Classifier: Softmax

Layer1: 7 × 7, 64; 3 × 3 Maxpool

Layer2 :

 1× 1, 64
3× 3, 64
1× 1, 256

× 3

Layer3 :

1× 1, 128
3× 3, 128
1× 1, 512

× 4

Layer4 :

 1× 1, 256
3× 3, 256
1× 1, 1024

× 6

Layer5 :

 1× 1, 512
3× 3, 512
1× 1, 2048

× 3

FC-1: 19
Classifier: Softmax
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Figure 14 shows the relationship between the training loss value of each model and
the iteration rounds. The loss curve represents the deviation between the predicted value
and the real value of the network with the increase in iteration rounds. The smaller the loss
value, the stronger the classification ability of the model and the smaller the probability of
prediction error. It can be clearly seen from the figure that in the initial stage of training,
the loss values of all networks are continuously decreasing, and eventually become stable
without large fluctuations. Among them, the convergence speed of the MFSwin Transformer
model is significantly better than other models. After the 13th epoch, the loss value of
the MFSwin Transformer remained below 0.15, while the other models dropped below
0.15 after the 20th epoch. From the perspective of loss convergence, the training effect of
the MFSwin Transformer model is optimal.
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Figure 15 shows the relationship between the validation accuracy of each model and
the number of iterations. The verification accuracy curve can describe the fluctuation of the
recognition accuracy of the network as the number of iterations increases. As can be seen
from the figure, the recognition accuracy of the MFSwin Transformer network has been
continuously improved during the verification process. Compared with other comparative
networks, the curve of the recognition accuracy of the MFSwin-T network is relatively
smooth and stable, and there is no overfitting situation. The accuracy stabilizes above 90%
after 13 epochs, while the other models only reach around 80% at the 13th epoch. It shows
that the network has good recognition accuracy and generalization ability.
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Table 8 lists the classification performance of six different models, AlexNet, Vgg16,
ResNet50, Swin Transformer, Visio Transformer, and MFSwin Transformer. Among them,
the average accuracy, precision, recall, and F1-Score of the MFSwin-T model reached 96.47%,
96.54%, 96.46%, and 96.48%, respectively. It has better performance and higher accuracy
than other models.

Table 8. Classification and comparison results of different networks.

Network MFSwin-T Swin-T ViT ResNet50 AlexNet Vgg16

Average Accuracy (%) 96.47 92.91 92.00 91.29 88.75 85.95
Average Precision (%) 96.53 93.36 92.23 91.58 88.87 86.06

Average Recall (%) 96.46 92.86 92.06 91.31 88.82 86.06
Average F1-Score (%) 96.47 93.00 92.06 91.35 88.76 85.97

In addition, MFSwin-T has lower parameter memory and model complexity than other
network models. As shown in Table 9, the computational complexity and parameter amount
of the six models are shown. Under the same experimental environment and configuration,
when the input corn seed image size is 224 × 224, the computational complexity of the
MFSwin-T model is 3.783 G, and the parameter memory is 12.83 M. This is a reduction
of 0.568 G and 14.66 M, respectively, compared to the network before the improvement.
Meanwhile, compared with other networks, MFSwin Transformer has lower computational
complexity and number of model parameters, where Vgg16 and Vit models have more
than five times the computational complexity and seven times the number of parameters.
And the image processing speed of MFSwin Transformer is also advantageous among all
comparison models. It can be seen that MFSwin-T not only has faster network performance,
but also can more accurately identify different varieties of corn seeds. These comparisons
are enough to show the feasibility and superiority of the MFSwin-T model.

Table 9. Performance comparison results of different networks.

Network FLOPs (G) Params (M) FPS

MFSwin-T 3.783 12.83 341.18
Swin-T 4.351 27.49 306.62

Vit 16.848 86.21 240.09
ResNet50 4.1095 23.55 304.65
AlexNet 0.711 57.08 365.76
Vgg16 15.480 134.34 294.80

In order to evaluate the performance of the network more comprehensively, this paper
draws a comparison and analysis diagram of the confusion matrix to reflect the actual
recognition of each variety by the MFSwin Transformer network. As shown in Figure 16,
due to the similar characteristics between seeds of different varieties, some varieties have
large errors, such as JX317 and TianFeng8, which are prone to misclassification. However,
it has higher accuracy and more advantages than manual recognition. But in general,
the confusion matrix and classification results prove that the model proposed in this paper
has good recognition ability for 19 kinds of corn seed categories, and the seeds of most
varieties can be correctly recognized, indicating that the model can lay a good foundation
for the recognition of highly similar seeds.
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4. Discussion

In this work, we propose a non-destructive and efficient model for maize seed variety
identification. First, we established a maize seed dataset with 19 varieties, and segmented
the multi-seed images into images containing only single seeds by methods such as Gaus-
sian filtering and contour extraction. In order to improve the generalization ability of the
model, the data is augmented. According to the characteristics of different maize seed
varieties with small differences in characteristics and details that cannot be ignored, this
paper designs a maize seed variety recognition model MFSwin Transformer based on fea-
ture attention and multi-scale feature fusion. The model has high recognition accuracy and
less parameters and has strong practicability. Maize seed varieties have the characteristics
of small inter-class differences and large intra-class differences. Although a deeper net-
work can obtain the outline and shape of seeds, it is easy to ignore some detailed features.
Therefore, feature attention and multi-scale feature fusion are introduced to combine deep
features and shallow features, so that the model can extract richer seed features. At the
same time, to avoid overfitting caused by too many parameters, we cut off stage 4 in the
backbone network. It can be seen from the ablation experiments that the improved method
designed in this paper can improve the classification accuracy of the model and reduce
the number of parameters and computational complexity of the model. However, it can
be seen from the confusion matrix of the MFSwin Transformer model that some varieties
are still classified incorrectly, which also reflects the need to further improve the ability of
the model to extract fine features, so that it can provide better performance and accuracy
under highly similar seed datasets. Because only low-cost digital cameras are needed to
collect images, this method can be widely used and popularized in smart agriculture.

By comparing the performance of different models, the model proposed in this paper
is better than other classic network models in terms of performance and recognition effect.
Using deep learning to automatically extract image features is not only more effective but
also avoids complex feature extraction in traditional recognition methods. However, this
study only considers the classification effect of corn seed samples in the same year, and corn
seeds of different years will have certain errors in color. In the follow-up study, the effects
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of different years, climatic and environmental factors, and geographical factors on seed
classification can be compared.

5. Conclusions

In this paper, a non-destructive identification method is proposed, which can automat-
ically classify different varieties of corn seeds from images, thereby overcoming the issue
of large errors and low efficiency from the traditional methods. The main contributions of
this study are:

(1) Collect the image containing multiple corn seeds, denoise and segment the image
by using Gray processing, Gaussian filter and minimum circumscribed matrix, and get
the image containing only a single corn seed. Finally, a dataset of maize seeds containing
19 different varieties was constructed, containing a total of 32,500 images. (2) According
to the highly similar characteristics of maize seeds among different varieties, this paper
integrates the shallow and deep features, and proposes a neural network maize seed
image classification model MFSwin transformer based on feature attention and multi-scale
feature fusion. The models and methods proposed in this paper provide a new idea for
seed classification. (3) For the maize seed variety identification task, the proposed model
(MFSwin Transformer) in this paper achieves relatively high classification results, and its
accuracy, recall, and F1-score are substantially improved compared with the original model
Swin Transformer, with an average recognition accuracy of 96%. Meanwhile, the number
of parameters is only half of the original model, and the computational complexity of the
model has been reduced. These results demonstrate the advantages and certain potential
of the method in seed classification, which can provide high-quality maize seeds for
agricultural production.

However, there are still some problems in this method that need to be solved urgently.
Through experiments, it is found that the classification ability of this model between highly
similar seeds still needs to be improved. Future research will continue to optimize the
model so that it can be provided in more complex data sets with higher accuracy, forming
an online real-time identification system capable of identifying multiple similar seeds.
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