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Abstract: Guizhou province is the largest area of hot pepper cultivation and processing in China.
However, diseases and pests are major bottlenecks for the sustainable development of the industry.
This study proposes a solution that combines intelligent monitoring equipment, a prediction model
and decision support system for hot peppers, including a demonstration of the solution in Guizhou
province. We scouted hot pepper diseases and pests in Zunyi city, and deployed weather stations
and automatic pathogens and pest monitoring equipment. A prediction model was developed to
forecast powdery mildew and anthracnose based on long short-term memory, with accuracy of 0.74
and 0.68, respectively. Using big data analysis and an app for pest outbreaks as the front desks, we
developed an epidemic monitoring and warning system for hot peppers in Guizhou. The results
could effectively serve grass-roots managers, increase productivity, reduce production costs and
overall have a high demonstration effect. This concept could be extended to other crops to accelerate
the process of agricultural modernization in China.

Keywords: hot pepper; plant disease forecast model; powdery mildew; anthracnose; decision
support system

1. Introduction

During the thirteenth Five-Year Plan period (2016–2020), Guizhou has made remark-
able progress in developing modern mountain characteristics and efficient agriculture.
As of 2021, hot pepper cultivation covers 0.36 million hm2 in Guizhou, ranking first in
China [1]. Severe disease and pest damage are crucial problems affecting the sustainable de-
velopment of hot pepper agriculture, such as viral disease, anthracnose, powdery mildew,
root rot disease, leaf spot disease, aphids, the common cutworm and oriental tobacco
budworm. The existing monitoring and early warning methods for disease and pests
have many problems, including single method, poor timeliness, low accuracy and weak
universality. The development of the Internet of Things (IoT) and big data technology [2]
provides higher accuracy and more application methods for predicting the outbreak of
agricultural diseases and pests.

Lee [3] used the IoT to establish a pest and disease prediction model by installing a
weather station near an orchard to analyze the correlation between weather data. Tripathy [4]
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explored the implicit relationship between diseases and thrips through data mining tech-
nology and monitoring data based on micro-meteorological data, such as temperature,
humidity and leaf humidity, obtained by wireless sensor networks, and built a prediction
model. Hill [5] used the receiver operating characteristic (ROC) analysis combined with
cross-validation and skill score analysis to predict weather prevalence factors based on
relative humidity and leaf wet duration in botrytis plants. However, these methods cannot
be well correlated with previous data during prediction. Due to a lack of memory, its
robustness is limited when predicting data based on the learning process. Long Short-Term
Memory (LSTM) is a type of recurrent neural network (RNN) model proposed to solve
problems commonly encountered during the prediction of time-series data [6]. It optimizes
the gradient disappearance and gradient explosion problems in the iterative RNN process
by changing the internal structure. It has been widely used in trajectory prediction [7], air
pollution prediction [8], electricity load forecasting [9], traffic flow prediction [10], stock
market prediction [11] and other fields with good results. To our knowledge, there are no
reports on the application of LSTM to hot pepper disease and pest prediction.

Throughout the development of early warning systems since the mid-1980s, numerous
decision support systems and decision rules for the management of diseases in a variety of
crops [12] have been developed, including extensive crops (wheat [13] and rice [14]) semi-
intensive crops (apple [15] and pear [16]) and intensive crops (tomato [17], potato [18,19],
cucumber [20,21], hot pepper [22], grapevine [23] and strawberry [24]). Some of these
systems have been used widely, but others have not. Only few studies combine hot
pepper disease and pest prediction models with early warning systems for the purpose
of troubleshooting.

This paper proposes a solution combined with intelligent monitoring equipment, pre-
diction models and a decision support system for hot peppers, along with a demonstration
in Guizhou province. The solution integrates transfer disciplines of vegetable cultivation,
plant protection, IoT [25] and information technology [26], and it has the support of a
variety of stakeholders, such as research institutes, enterprises and farms. This study aimed
to enhance the service capacity of disease and pest forecasting, reduce the use of chemical
pesticides and ensure the safe production of high-quality vegetables.

2. Materials and Methods
2.1. Hot Pepper Cultivation

All hot pepper plants (‘QIANJIAO NO.8′ variety, provided by Institute of Pepper,
Guizhou Academy of Agricultural Sciences) were transplanted at the end of May on the
Guanzhuang base of Xinpu’s new district, Zunyi City, Guizhou Province. The plot area
is 546 m2. The border was opened according to a 1.3 m continuous ditch. The width of
the ridge was 80 cm, and the height of the ridge was 20 cm. The plants were spaced 40 cm
apart in rows 60 cm apart, with a central aisle of 50 cm. Two rows of border planting and
single plant planting were arranged.

2.2. Disease, Pests, Weather Record-Keeping

Field scouting was conducted every day until disease and pest occurrence. On 22 June,
ten traps were deployed for the common cutworm, cotton bollworm and oriental tobacco
budworm. Each trap was installed at a crossway 20 cm above the top bud; on 8 August, six
beet armyworm traps were added. The traps consisted of the trap itself (sex pheromones
and sticky boards), a camera (12 million pixels), a processor and the power supply. Images
were captured hourly, and were wirelessly transmitted to the network service platform
before pest species identification on the server in the processor. The sex pheromones
used were in the form of a capillary hanging lure core (Beijing Pherobio Technology Co.,
Ltd., Beijing, China), which was replaced monthly. The traps were managed according to
convention, but sterilization and insecticide were not used. Traps were checked regularly.
Automatic pathogen and pest monitoring equipment was also deployed for demonstration
(Figure 1).
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Figure 1. Hot pepper disease and pest monitoring equipment in Guizhou. (a) weather station;
(b) pathogen monitoring equipment; and (c) pest monitoring equipment.

The diagonal five-point sampling method was used to mark out five subplots. The
northwest, northeast, southeast, southwest and center positions were numbered 1–5, respec-
tively. Within these five sub-plots, 100 hot pepper plants were selected for a general survey
and systematic investigation of disease and pests. We selected investigation contents, such
as the occurrence time, growth period and incidence of disease and pests for fixed points
(fixed plants) at specified times.

2.3. Model Development
2.3.1. Model Variable Selection and Data Preprocessing

The occurrence of disease and pests is closely related to several environmental factors.
According to the local climate characteristics and the epidemic rules of disease and pests,
temperature, relative humidity, solar radiation, rainfall and wind speed every 30 min were
used as the model input variables to predict the occurrence of disease and pests. These data
were acquired by the weather station from planting until the end of the growing season;
disease and pest occurrence were added to build a model dataset.

We used the linear interpolation equation to process the missing values as follows

Y = Y0 +
Y1 −Y0

X1 − X0
(X− X0) (1)

where X0, Y0, X1 and Y1 are existing sample data. X is data between X0 and X1. Y is
missing data, to be interpolated corresponding to X.

The min-max normalization method was adopted because these environmental data
had different dimensional units, differences within each category were small, and the
distribution was close. The normalization equation is as follows

X∗ =
Xi − Xmin

Xmax − Xmin
(2)

where Xi represents all sample data (i = 1, 2, . . . , n). Xmin and Xmax are the minimum and
maximum values of the variable X in a sampled dataset. X* are the normalized results.
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Model training was based on 70% of the total data (train dataset), and the remaining 30%
(test dataset) was used to test the effectiveness of the validation model.

2.3.2. Development of the Disease Occurrence Prediction Model

The model consisted of two LSTM layers: a dropout layer and a dense layer [27]. The
LSTM defined a three-dimensional shape (none, 1, 5) of the input dataset, and conducted
preliminary learning on many input data by increasing the number of neuron nodes (none, 1,
256). None (none, 1, 5) represents the number of each time input datum, 1 represents a label
category (disease occurrence or absence) and 5 represents the number of five features (five
independent variables we selected). Additionally, 256 represents the number of defined
network units. The dropout layer is a regularization operation on the network, which
contains useless information network units that are randomly hidden or discarded during
the training process to prevent the model from overfitting. The LSTM_1 had the same scale
as the LSTM layer after regularization; it stored, memorized and classified information
related to the features and labels of the training dataset, and saved the remaining network
units for data dimensionality reduction (none, 48). The dense layer is a fully connected
layer, which allowed for the mapping of the feature classification results (none, 1) of the
upper network through non-linear changes to the output space to improve the classification
accuracy of the model. Figure 2 shows the structure of the hot pepper disease occurrence
prediction model.
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Figure 2. The structure of the hot pepper disease occurrence prediction model.

If a method correctly predicted presence within an interval of time, it was placed in
the true positive (TP) box. If a method predicted a presence when it did not occur, it was
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placed in the false positive (FP) box. If a method failed to predict presence when it did
occur, it was placed in the false negative (FN) box. Finally, if a method correctly predicted
absence, it was placed in the true negative (TN) box. The model predictions were also
analyzed, considering each sample using a contingency table (Table 1).

Table 1. Categorization and summary of prediction models for hot pepper disease.

N Predicted—No Predicted—Yes

Observed—No True negative False positive
Observed—Yes False negative True positive

The disease occurrence prediction model was evaluated using Accuracy, the receiver
operating characteristic (ROC) curve, the area under curve (AUC value) and a confusion
matrix. An ROC curve is a graph obtained using the false positive rate (FPR) as the abscissa
and true positive rate (TPR) as the ordinate to show the classification ability of the model.
The AUC value is the area under the ROC curve; the closer its value is to 1, the higher the
model’s classification performance. The confusion matrix is a visual evaluation indicator
that displays the model predictions through a matrix of n rows × n columns. The equation
is as follows:

Accuracy =
TP + TN

TP + FN + FP + TN
(3)

FPR =
FP

TN + FP
(4)

TPR =
TP

TP + FN
(5)

2.4. System Design

According to the theory of “gathering points into the net” and “internet plus”, im-
proving the monitoring and early warning, prevention and control of crop disease and
pests, as well as public service capacity and serving modern agricultural development,
is necessary. Using big data analysis and an app for pest epidemics as the front desks,
we developed an epidemic monitoring and warning system for hot peppers in Guizhou.
Data was acquired by automated intelligent field monitoring stations to support the de-
velopment of pest identification algorithms [28] and prediction models. This is a modern
pest epidemic monitoring and early warning system connected vertically and horizontally,
which is suitable for the development of modern agriculture (Figure 3).

The system consisted of three subsystems: the IoT monitoring system, the identifi-
cation and prediction system and the big data system (big data platform for disease and
pests forecast and reporting in Guizhou province). In the IoT monitoring system, we
designed three modules: (1) disease and pest monitoring equipment, which included data
collection from automatic equipment for disease and pests through mobile communication
networks (4G/5G); (2) basic data management, which meant information management of
the field monitoring station name, contact person, equipment type and amount, etc.; and
(3) information exchange, which was able to store, retrieve, review, release and browse pest
information. For the identification and prediction system, we combined the pest monitoring
algorithm developed by National Engineering Research Center for Information Technology
in Agriculture (NERCITA, Beijing, China) [28], the disease prediction model, the integrated
pest management (IPM) knowledge base and the app. The big data system integrated all
the above data.
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3. Results
3.1. Disease and Pest Scouting Analysis
3.1.1. Hot Pepper Diseases and Pests in Guizhou Province in 2021

A total of 11 hot pepper diseases and ten pests were collected. There are seven main
diseases in the Xinpu’s new district of Zunyi City, including viral disease, anthracnose,
powdery mildew, southern blight, root rot disease, leaf spot disease and bacterial wilt. There
are three primary pests: aphids; the common cutworm; and the oriental tobacco budworm.

3.1.2. Common Diseases

(1) Powdery Mildew

The disease field rate, disease plant rate and disease index were 100%, 100% and
96.48, respectively. The first case occurred on 15 August, and the rate of diseased plants
reached 100% on 2 September during the late harvest, when fertilizer and water levels were
insufficient, resistance was low and the disease was severe.

(2) Anthracnose

The disease occurred in all survey areas, and the disease incidence was particularly
severe. The disease field rate, disease plant rate and disease index were 100%, 94.51% and
58.61, respectively. The disease incidence in subplot no. 3 was particularly severe, at a
disease plant rate of 100% and a disease index of 73.33. The first diseased fruit appeared
on 8 August during the peak fruiting period. The investigation shows that anthracnose
is the primary disease affecting the hot pepper industry in Guizhou, which means that it
demands attention from workers involved in plant breeding and protection.



Agronomy 2022, 12, 1034 7 of 12

3.2. Model Evaluation
3.2.1. Powdery Mildew Prediction

The classification situation and prediction results were evaluated by drawing the ROC
curve and confusion matrix and calculating the AUC value, as shown in Figure 4.
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mildew. (a) ROC curve; and (b) confusion matrix.

As shown in Figure 4, AUC = 0.6699 indicates that the model classification effect
was effective; according to the confusion matrix, the ordinate and abscissa were actual
disease absence (0) and disease occurrence (1), and predicted disease absence (0) and
disease occurrence (1), respectively. The total number of datasets was 4819 points. The total
number in the four matrices was the number of test dataset 1446 points (where TN = 836,
TP = 228, FN = 271 and FP = 111). As shown in Table 1, Equation (3) and Figure 4b, the
model prediction accuracy was 0.74.

3.2.2. Anthracnose Prediction

As shown in Figure 5, the AUC = 0.6631. As shown in Table 1, Equation (3) and
Figure 5b, the model prediction accuracy was 0.68.

3.3. System Deployment
3.3.1. Internet of Things Monitoring System for Hot Pepper Disease and Pests

We deployed an automatic monitoring device for hot pepper diseases and pests, a
remote real-time pest monitoring system and an app (Figures 6 and 7), including one sexual
color inducer, one set of pathogen monitoring equipment and several environmental moni-
toring sensors. After planting, long-term images of disease and pests were collected over
the whole growth cycle, and uploaded through wireless data communication technology.
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details; (b) Custom analysis; and (c) Current disease statistics. (A) Add information; (B) Equipment;
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3.3.2. Intelligent Decision-Making Platform for Disease and Pests

Intelligent identification and the accurate counting of disease and pest incidents were
realized using artificial intelligence technologies, such as machine vision, artificial neural
networks and deep learning. The disaster early warning model was developed through
machine learning to evaluate the risk of disease and pest. Big data, cloud computing and
other technologies were used to build a “decision knowledge base” to manage different
degrees of risk and provide decision support for green prevention and control of hot pepper
disease and pests. Figure 8 shows the system display interface for forecasting two diseases.
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(L) No data. 
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Figure 8. Interface of the hot pepper disease and pest forecast system in Guizhou. (a) Powdery
mildew forecast interface; and (b) Anthracnose forecast interface. (A) Disease model; (B) Pest model;
(C) Regional stations; (D) Monitoring points; (E) Early warning model; (F) Start date; (G) End date;
(H) Provide an early warning; (I) Map display; (J) Disease will not occur; (K) Disease will occur; and
(L) No data.

4. Discussion

This paper proposes a complete solution for a Guizhou hot pepper disease and pest
monitoring and early warning decision-making system, combined with the data acquired
with automatic monitoring equipment and a prediction model for hot pepper powdery
mildew and anthracnose based on deep learning technology. This will help to inform IPM
within the Guizhou hot pepper monitoring and warning system. In addition, this paper
is the first time LSTM has been applied to Daejeon hot pepper disease prediction, and it
is the first time that these models have been combined with a monitoring and warning
system. We integrated models into the system so that users can provide farmers with better
control decisions to minimize losses caused by disease and pests. However, as this is novel
and subject to the evaluation process, there are still improvements to be made. Since the
experimental data was acquired by sensors every 30 min, prediction errors may occur
because the 30 min interval was too short, meaning the model was not easy to learn or
distinguish, resulting in classification errors (Figures 4 and 5). In addition, rapid changes
in the environment can cause problems with the data acquired by monitoring equipment,
thus decreasing the accuracy.
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In future, we will begin experiments in different locations and on different varieties
to obtain more data, develop and verify the accuracy of the model and study the fixed
mechanism of disease and pest occurrence to adapt to their long-term prevalence. By
strengthening system integration at the technical level as well, we can truly realize an
unsupervised learning system for farms and provide support for reducing the use of
chemical agents and improving crop yield and quality. We will also develop an app to help
users manage disease and pests in hot pepper production more safely, scientifically and
efficiently. We hope that the concept can be extended to other crops, thereby accelerating
the modernization of China’s agriculture.

5. Conclusions

This paper proposes a complete solution for Guizhou hot pepper disease and pest
monitoring, and an early warning decision-making system. The following conclusions can
be drawn:

(1) Combined with the data collected via automatic monitoring equipment, prediction
models were developed to forecast powdery mildew and anthracnose based on LSTM,
with accuracy of 0.74 and 0.68, respectively.

(2) The development of the monitoring and early warning system and its combination
with prediction models can better provide farmers with information on the occurrence
of disease and pests, and help farmers make disease control decisions.

(3) The development of the system, as well as the maintenance and integration of func-
tions, are long-term processes that need to be continually supported by relevant data.
Only in this way can production problems truly be solved.
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