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Abstract: Proximal sensing techniques can potentially survey soil and crop variables responsible
for variations in crop yield. The full potential of these precision agriculture technologies may be
exploited in combination with innovative methods of data processing such as machine learning (ML)
algorithms for the extraction of useful information responsible for controlling crop yield. Four ML
algorithms, namely linear regression (LR), elastic net (EN), k-nearest neighbor (k-NN), and support
vector regression (SVR), were used to predict potato (Solanum tuberosum) tuber yield from data of
soil and crop properties collected through proximal sensing. Six fields in Atlantic Canada including
three fields in Prince Edward Island (PE) and three fields in New Brunswick (NB) were sampled,
over two (2017 and 2018) growing seasons, for soil electrical conductivity, soil moisture content,
soil slope, normalized-difference vegetative index (NDVI), and soil chemistry. Data were collected
from 39–40 30 × 30 m2 locations in each field, four times throughout the growing season, and yield
samples were collected manually at the end of the growing season. Four datasets, namely PE-2017,
PE-2018, NB-2017, and NB-2018, were then formed by combing data points from three fields to
represent the province data for the respective years. Modeling techniques were employed to generate
yield predictions assessed with different statistical parameters. The SVR models outperformed
all other models for NB-2017, NB-2018, PE-2017, and PE-2018 dataset with RMSE of 5.97, 4.62,
6.60, and 6.17 t/ha, respectively. The performance of k-NN remained poor in three out of four
datasets, namely NB-2017, NB-2018, and PE-2017 with RMSE of 6.93, 5.23, and 6.91 t/ha, respectively.
The study also showed that large datasets are required to generate useful results using either model.
This information is needed for creating site-specific management zones for potatoes, which form a
significant component for food security initiatives across the globe.

Keywords: elastic net; k-nearest neighbor; precision agriculture; support vector regression;
yield modeling

1. Introduction

Potato crop (Solanum tuberosum) is a major contributor to the economy of the Atlantic Canadian
provinces of Prince Edward Island and New Brunswick as it is a massively produced staple food in
the agricultural sector worldwide. These two Atlantic provinces of Canada together contribute over
38% of the country’s total potato production [1]. It is well established that uniform management of
crops results in increased production costs and unnecessary environmental impacts. As a conventional
practice, the potato fields are managed with uniform application of fertilizers, pesticides, and irrigation
even though the properties of the soil, topography, and vegetation vary within the fields. A solution
to this problem requires knowledge of potential yield as well as the response of crops to a given
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level of input and an understanding of the relationships between soil topographic factors and yield.
Based on yield predictions, variable and optimized soil inputs may enhance profitability as well as
environmental sustainability by avoiding the over-application of inputs.

Handheld and vehicle-mounted proximal sensing techniques have a major potential in surveying
soil and crop variables potentially responsible for variations in crop yield. Proximal sensing can allow
real-time site-specific management of fertilizers, pesticides, or irrigation and provides ground-truth
data to map cropped areas for Precision Agriculture. The full potential of these precision agriculture
technologies may be exploited in combination with innovative methods of data processing, such as
ML, for the extraction of useful information responsible for crop yield. Combined with a potential
high variability in the potato crop, extensive management practices in potato crop create a potential for
site-specific management in potatoes. However, there is currently a knowledge gap in understanding the
influence of easily measurable physiochemical variables on yield in potato fields. Drummond et al. [2]
suggested several methods for investigating the interactions of soil properties with crop yield. One of
these methods involves mechanistic growth models, which can be unreliable [3]. Another of these
methods involves the investigation of large datasets such as those collected in precision agriculture.
This method has been studied by many researchers using a variety of data analysis techniques. The third
method involves agronomic methods comprising the collection of data in multiple site-years. Although
this method is labor-intensive, it has the potential for yielding the most promising results [2]. This study
explored the third method, which combines extensive data collection and analysis. Farooque et al. [4]
reported the characterization and quantification of the spatial variability of soil properties and fruit
yield of wild blueberry in order to delineate crop management zones. The crop management zones were
used for site-specific application of agrochemicals and it was found that the fruit yield, ground electrical
conductivity components (including horizontal coplanar geometry (HCP) and perpendicular/vertical
coplanar geometry (PRP)), soil moisture content, soil organic matter (SOM) concentration, and soil
nitrogen centration significantly varied across the management zones [4].

Assuming the appropriate data can be obtained, there are several models available to identify
relationships among these variables. Selecting the best model presents a challenge because each has
inherent limitations and assumptions which may not represent the true relationship among a dataset
should a true relationship even exist. Most linear methods have been shown to be inferior to nonlinear
methods for agrological data likely because the soil and topographic properties have a nonlinear
relationship with yield [5]. Furthermore, some studies have suggested that correlation analysis is
less effective because yield data are the result of multiple and interacting factors [5,6]. Nevertheless,
multiple LR has been a widespread technique for providing a baseline for comparison with other
models and is used commonly in the literature [2,7].

Several empirical and mathematical yield modeling methods have been implemented for different
crops [8,9]. These methods require extensive knowledge of crop and soil, which makes it difficult to
implement for different localities. Several satellites based remote sensing techniques also implemented
in predictive yield modeling [10,11]; however, these methods are unable to give enough spatial details
of small farms for site-specific management to optimize crop inputs. Recent advancements in ML
and data-driven modeling have gained popularity in modeling community enabling researchers to
solve and understand complex relationships. Several ML techniques have shown the potential for use
in crop prediction [12,13]. Das et al. [14] predicted rice yield from weather parameters using several
algorithms, namely artificial neural networks (ANN), stepwise multiple LR, principal component
analysis, least absolute shrinkage, selection operator (LASSO) regression, and EN. The results suggest
that Lasso regression and EN were the most appropriate methods to predict rice yield in the west coast
of India. In another study by Shahhosseini et al. [15], five ML algorithms, namely EN, random forest,
LASSO regression, ridge regression, and extreme gradient boosting with their ensembles, were tested
to predict maize yield and nitrate losses. The results suggest that the random forest models more
accurately predicted maize yield than the others. Pantazi et al. [16] predicted wheat yield using machine
learning algorithms and advanced sensing techniques. They used counter propagation ANN and
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supervised Kohonen networks in wheat yield predictions. The results suggest the better performance
of supervised Kohonen networks over ANNs. Based on the literature review [14–16], different ML
models are accurate for different crops. The review of the literature suggested that EN, k-NN, and SVR
are the most common and successful ML methods in different crop modelling studies. However,
there is very limited literature available for potato tuber yield prediction in Atlantic Canada using
these algorithms. For this study, relevant ML algorithms, as per the literature review, were selected,
namely LR, EN, SVR, and k-NN. This study aimed to compare three ML algorithms, namely k-NN,
EN, and SVR, with the base method LR. The potato fields were divided into 36–40 spatial grids of
30 × 30 m2 to collect soil and physiochemical properties.

In addition to ML algorithms comparison, this study also evaluated the appropriate variable
selection framework for predictive crop modeling. It is hypothesized that measurable physiochemical
properties of potato fields can be used as indirect measures of tuber yield. The study objectives
comprised (I) identifying variability in soil physiochemical properties and potato yield in the Atlantic
Region; and (II) comparing accuracy of several ML methods for prediction of yield using physiochemical
soil data across multiple site-years. The results from this study will contribute toward improving
knowledge of the relationship between potato tuber yield and predictive agronomic variables.

2. Materials and Methods

2.1. Collection of Data and the Study Sites

Data on physicochemical properties of soil were collected from three fields of Prince Edward Island
and three fields of New Brunswick during the 2017 and 2018 growing seasons (Table 1). Each field
comprising 4–5 ha was sampled following a grid pattern. About 36–40 grids of 30 m × 30 m size
were created using a Real-Time Kinematic Global Positioning System (RTK-GPS) made by Topcon
Positioning System Inc (Livermore, USA). There were four data collection events over the growing
seasons of 2017 and 2018: the first sampling was in early June during seed sowing; the second sampling
was in late July (60-day stage); the third sampling was just after mid-August (80-day stage); and the
fourth sampling was in late August. The different samplings were conducted to understand the
behavior of selected variables throughout the cropping season. The different samplings were conducted
to understand the behavior of selected variables throughout the cropping season. All three fields from
each province (Figure 1) were sampled to form one dataset in each year to capture the variability from
different fields in one dataset. All fields were cultivated with Russet Burbank potato variety. The cut
seeds were planted during the early days of June and harvested during the early days of October 2017
and 2018 growing seasons. The soil of the study fields was sandy loam (Orthic Humo-Ferric Podzol).
All fields remained under conventional agronomic practices for different crop rotations, including
potato, as a major rotation crop during the past decade [17]. The inter-row spacing was 0.9 m and the
space between plants was 0.3 m.

Table 1. Description of study sites, study years, datasets, the data used for training and testing of
machine learning algorithms and potato fields used for data collection.

Province Year Dataset Name Training Points Testing Points Fields Location

Prince Edward
Island

2017 PE-2017 80 40

Field 1

Field 2

Field 3

2018 PE-2018 79 40

Field 1

Field 2

Field 3
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Table 1. Cont.

Province Year Dataset Name Training Points Testing Points Fields Location

New
Brunswick

2017 NB-2017 80 40

Field 1

Field 2

Field 3

2018 NB-2018 80 40

Field 4

Field 5

Field 6
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2.2. Proximal Sensing Data

During both years, physiochemical properties of the fields were measured using sensors at each
sampling date: soil electrical conductivity parameters, namely HCP and PRP arrays [18]; volumetric
moisture content; slope; and NDVI. DualEM-2 sensor (DualEM Inc., Milton, Canada) was manually
placed on the soil surface parallel to the potato furrows making sure that any metallic objects were
out of contact with the instrument during obtaining HCP and PRP readings. Randomly, five readings
were collected from each grid within a radius of 2 m in each grid. FieldScout TDR 350 (Spectrum
Technologies, Aurora, USA) was used to collect five random readings of volumetric moisture content
at 15-cm depths from around the same places of HCP/PRP measurements. Field slope was measured
using a handheld slope meter (Mastercraft Torpedo Level, Vonore, USA) three times at each location in
a parallel direction to the plant furrows. NDVI was measured using the FieldScout CM 1000 NDVI
Meter (Spectrum Technologies, Aurora, USA) at 0.5 m from the potato plants. Some NDVI readings
were omitted in the planting stage if no vegetation was present. For all sensing data, an average of the
five measurements at each location was taken as a representative measurement.

2.3. Soil Sampling Data

Three soil samples from 15 cm depth at each sampling location were collected using a soil auger
from each field during the first and third sampling of each growing season (early June and late July,
respectively). The samples were analyzed by the PEI Analytical Laboratory (Charlottetown, Canada)
using standard methods. Standard methods including titration with PC titration instrument (ManSci
Inc., Orlando, USA) [18], loss-on-ignition technique [19], which uses a Combustion Analyzer model
CN628 (LECO Corporation, St. Joseph, USA) and Sodium Acetate Method [20] were used to determine
soil pH, SOM content, and CEC (cation exchange capacity), respectively.

2.4. Yield Data

The yield of potato tubers was determined from each grid at the time of potato harvesting season
during October of each study year. For this purpose, an area equivalent to 2.7 m2 was marked in each
grid to manually dig the soil out and collect the potato tubers in separate plastic buckets. The potato
tubers collected in buckets were weighed on a digital field balance to determine tuber yield (kg).
The potatoes were reburied back into the soil for farmer’s harvest.

2.5. Machine Learning Algorithms

2.5.1. Linear Regression

In statistics, LR is a modeling approach to draw relationships between independent and one
or more dependent variables. Initially the linear regression method was in form of least square
method which was published by Adrien-Marie Legendre in 1805 and by Johann Carl Friedrich Gauss
in 1809 [21]. The parameters in LR are computed based on predefined calculations, such as slope,
y-intercept, and coefficient of regression. However, in machine learning, the LR algorithm works
differently from classical statistics. LR in machine learning uses data to learn by minimizing loss
(typically termed as RMSE or MSE) using algorithms such as gradient descent. The gradient descent
algorithm fits the models at minimized loss functions, which increase the predictive accuracy of the
model as per the nature of data. Usually, LR is defined by the following equation:

y = a + bx (1)
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where a is intercept and b is slope of a regression line. The cost function helps to determine the values
of a and b by minimizing the error between actual and predicted values. It may be defined by the
following equation:

Minimize J =
1
n

n∑
i=1

(ŷi− yi) (2)

where J is loss function, ŷi is the predicted value and yi is the actual value.

2.5.2. Elastic Net

Elastic Net was developed by Zou and Hastie [22] to overcome the weaknesses of ridge and LASSO
regression. Usually, LASSO regression works very well with less correlated variables, while ridge
regression works well with high correlated variables. However, there are some models which represent
a large number of variables for which characteristics such as correlation is unknown. In these situations,
LASSO and ridge regressions are not very useful. To overcome this issue, EN is used as it covers the
penalties of both LASSO and ridge regressions to estimate the function. The penalties of LASSO as
well ridge regressions may be defined by l1 and l2 norm, respectively. EN consider both l1 and l2
penalties for accurate prediction, which are represented in Equation (3):

argminβ
∑

i

(yi− βxi )2 + γ1
1∑

k=1

|βk|+ γ2
1∑

k=1

βk
2 (3)

where l1 norm = γ1
∑1

k=1 |βk| and l2 norm = γ2
∑1

k=1 βk
2. L1 is just the sum of the weights and L2 is the

sum of the square of the weights.

2.5.3. k-Nearest Neighbors (k-NN)

k-NN is a nonlinear machine learning algorithm for both classification as well as regression task.
k-NN was first discussed in unpublished report by Fix [23]. A more detailed work related to k-NN
rules was published by Cover and Hart in 1967 [24]. k-NN gives more weightage to neighbors so
that the closer neighbors contribute more to the average than the more distant ones. The algorithm
may use more than one neighbor to predict outcomes. Several trials are required to determine the
appropriate number of neighbors for accurate predictions. The neighbor distance can be calculated
by Euclidean, Manhattan, and Minkowski distance formulas; however, in this study based on best
performance, Minkowski distance formula was selected, which is defined by the following equation:

 k∑
i=1

|xi− yi |q


1
q

(4)

where k is the number of nearest neighbors, xi and yi are the distance between two points, and q is a
real value between 1 and 2.

2.5.4. Support Vector Regression

Unlike LR, SVR uses flexibility to define how much error is acceptable in our model by introducing
hyperplane to fit the data. Support vector regression was first introduced by Drucker et al. [25] based
on Vapnik’s concept of support vectors. The purpose of SVR is always to minimize the error by adding
the hyperplane and maximizing the margin between prediction and actual values. Linear SVR is
defined by the following formula:

y =
N∑

i=1

(ai− ´ai) 〈xi|x〉+ b (5)



Agronomy 2020, 10, 1046 7 of 16

where a and x represent the additional hyperplanes alongside the regression line.

2.6. Tuning of Hyperparameter for Reproducibility

The training and testing sets of the data were formed by splitting the data samples into 80% and
20% sets, respectively. The testing procedure was further refined by adopting the k fold cross-validation
method that tests the ability of ML algorithms to cope with new and unseen data. This approach
divides the dataset randomly into k groups of equal size (approximately). The first fold is treated as a
testing set and data are trained on k−1 folds. In this study, three folds (k = 3) were tested for each
dataset. This approach proved to be a more robust technique for small datasets [16–26] than testing
on one test set only. The hyperparameters of ML algorithms were determined through performing
extensive tests. As different hyperparameters work differently for different datasets, it is necessary
to test different hyperparameters for different datasets. As all four fields used in this study provide
relatively similar correlation metrices, they were fitted with similar hyperparameters. Following a trial
and error method, the hyperparameters presented in Table 2 were used in the training of the selected
ML algorithms. Due to the different ranges, the data points of various variables were used. Prior to
that, the data were normalized to overcome the noise effect. Non-normal data of this study were
normalized using the max-min normalization technique. The other data normalization techniques
such as power transformer, standard scalar, normalizers, and absolute scalar did not perform better
than the max-min normalization. The data were back transformed to their original form after training
of models.

Table 2. Hyperparameter tuning of machine learning algorithms.

Algorithm Hyperparameters Tuning

Elastic net

Penalty multiplier Alpha 1

Mixing parameters of penalties L1 Ratio 0.5

Number of repetitions Maximum iterations 1000

Random number updates Selection method Cyclic

Random number generator Random state Seed

k-nearest neighbor

Number of neighbors n_neighbors 5

Assignment of weight weight uniform

Controlling parameter leaf size 30

Distance calculation parameter P 2

Distance calculation method Metric Minkowski

Support vector regression

Defining algorithms Kernel Linear

Regularization parameter C 1

Kernel coefficient Gamma Scale

Penalty association Epsilon 0.1

Reducing factor shrinking TRUE

Linear Regression

Intercept calculation Fit Intercept TRUE

Data normalization Normalize FALSE

True X copying Copy_X TRUE

Number of iterations n_jobs None

Four libraries were used in this study with Python (version 3.6) computer language: (i) NumPy (version 1.18.1);
(ii) Matplotlib (version 3.1.3); (iii) Pandas (version 1.0.1); and (iv) Scikitlearn (version 0.22.1). An 8 GB RAM Dell
Latitude 5580 workstation equipped with Intel Core i7-7600U CPU having specifications of the NVIDIA GeForce
930MX graphics card, Nvidia GeForce 930MX running at Ubuntu 16.04 × 64 operating system was used to train
all models of this study. Randomness was avoided and reproducibility was assured by setting all random seeds
including Python-hash seeds, Numpy random seeds, and Python random seeds to 3. These random seeds and
configurations were used to retrieve the results presented to report this study. L1 is the sum of the weights.
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2.7. Model Evaluation Criteria

The coefficient of determination (R2), mean absolute error (MAE), and root means square error
(RMSE) were among the statistical parameters used for evaluating the accuracy of the models
in predicting the values close to the observed ones. These statistical measures are well-known
matrices [27,28] were calculated as:

R2 =

√√∑N
i=1(yi− y)2

−
∑N

i=1(yi− ŷi)2∑N
1=1(yi− y)2 (6)

MAE =
1
n

n∑
i=1

|yi− ŷi| (7)

RMSE =

√∑N
i=1(yi− ŷi)2

N
(8)

where yi is the actual value at ith time; ŷi is the predicted value at ith time; y is the mean value of yi;
and i = 1,2,3, . . . , n.

3. Results and Discussion

3.1. Descriptive Statistics

The results of descriptive statistics of selected variables are given in Table 3. The potato tuber
yield varied from 23.32 to 83.24 t/ha across all selected sites. The lowest average yield was recorded for
NB-2018 dataset with lowest standard deviation of 8.17 t/ha. Several climatic and weather factors may
be responsible for low potato tuber yield in New Brunswick in 2018. HCP varied from 2.4 to 10.78 mS/m
on all selected sites of Prince Edward Island and New Brunswick. Slightly lower means were observed
for NB-2018 dataset, which corresponded to lower potato tuber yield for the same dataset. Slightly
lower PRP values were recorded in comparison with HCP. PRP ranged from 1.87 to 9.5 mS/m for
all sites across Prince Edward Island and New Brunswick. Volumetric soil moisture content ranged
from 3.4 to 27.72% across all sites of Prince Edward Island and New Brunswick. Slightly lower mean
moisture content was observed for NB-2018 dataset, which could be one responsible factor for low
potato tuber yield of New Brunswick in 2018. Similarly, slope ranged 0.1 to 8.1%, SOM ranged between
0.8% and 6.63%, soil pH ranged from 4.6 to 7.2, and NDVI ranged from 0.5 to 0.92 across all sites on
Prince Edward Island and New Brunswick (Table 3).
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Table 3. Descriptive statistics of selected variables.

Field Variable Mean ± SD Minimum Maximum Variable Mean ± SD Minimum Maximum

NB-2017

Yield (t/ha)

53.9 ± 11.2 26.2 78.9

Slope (%)

2.42 ± 1.31 0.10 4.94

NB-2018 43.4 ± 8.17 23.3 61.0 2.79 ± 1.79 0.20 8.10

PE-2017 47.7 ± 11.3 25.5 80.0 2.04 ± 1.10 0.40 5.00

PE-2018 48.2 ± 10.0 26.2 83.2 2.27 ± 0.68 0.76 4.69

NB-2017

HCP (mS/m)

5.85 ± 1.52 2.54 10.8

SOM (%)

3.82 ± 0.86 2.20 6.63

NB-2018 5.42 ± 1.54 2.40 8.60 3.81 ± 0.79 2.60 5.90

PE-2017 6.31 ± 1.87 2.80 10.0 2.22 ± 0.50 0.80 3.20

PE-2018 6.56 ± 1.32 3.38 10.5 2.66 ± 0.37 1.25 3.85

NB-2017

PRP (mS/m)

5.14 ± 1.47 1.74 9.50

Soil pH

5.61 ± 0.40 4.85 7.10

NB-2018 4.04 ± 1.27 1.30 7.10 5.79 ± 0.55 4.60 7.20

PE-2017 4.69 ± 1.45 1.40 7.70 5.55 ± 0.21 5.10 6.10

PE-2018 4.09 ± 1.14 1.87 7.45 5.71 ± 0.26 5.15 6.50

NB-2017

Soil Moisture (%)

17.5 ± 3.89 9.96 27.7

NDVI

0.79 ± 0.06 0.66 0.92

NB-2018 8.37 ± 2.85 3.40 16.3 0.58 ± 0.06 0.50 0.70

PE-2017 15.6 ± 3.95 6.80 25.7 0.83 ± 0.06 0.70 0.90

PE-2018 11.0 ± 1.77 6.33 16.7 0.50 ± 0.10 0.35 0.92

HCP is horizontal coplanar geometry. PRP is perpendicular/vertical coplanar geometry. SOM is soil organic matter. NDVI is normalized difference vegetative index.
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3.2. Correlation Analysis

It is important to learn about the data using the statistical tools for the successful training of
ML algorithms. The Pearson correlation analysis results for all datasets are presented in Figure 1.
The results depict that the HCP has the highest correlation for most of the dataset with potato tuber
yield. The correlation between HCP and potato tuber yield was found to be >60% for three out of four
datasets. The second major contributor toward potato tuber yield variability was the moisture content
as it correlated well (>60%) with all four datasets. The negative correlation of slope was observed with
potato tuber yield for all datasets, suggesting that the areas with lower slope had higher yield and vice
versa. Slightly different results were observed for PEI-2018 dataset in comparison with the other three
datasets (Figure 2). The correlation analysis suggested that the HCP, soil moisture, and slope were the
most contributing elements in defining yield variability.
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Figure 2. Pearson correlation analysis of selected variables for this study where all possible relationships
within variables are presented. PRP is perpendicular/vertical coplanar geometry. HCP is horizontal
coplanar geometry. SOM is soil organic matter (%). NDVI is normalized difference vegetation index.

The HCP distributions for all datasets consistently seemed to be normal at different peaks (HCP
maximum) values. Soil moisture content presented different distributions in different years and
provinces. In 2018, both datasets presented slightly dry and intense soil moisture content values in
comparison with 2017. The moisture distribution in 2018 represented the less but intense rainfall
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events as in all study fields the only water source was rainfall. Interestingly, a high correlation was
observed between HCP and soil moisture content. The reason of this strong correlation justified the
high conductivity of wet soil in comparison with the dry soil. As in lower slopes, water infiltrates in
soil quickly because of higher retention time with soil, which impacts the retention of soil moisture
in soil ultimately providing better chances to grow the healthier crops. All these above-mentioned
relations can be observed in the regression plots represented in Figure 2, e.g., the strong positive
correlations of HCP and moisture and negative correlation of slope with yield.

3.3. Evaluation of Machine Learning Algorithms

The k fold validation boxplot for NB-2017 dataset is presented in Figure 3, which were formed in
a result of three (k = 3) runs of the test set for algorithm evaluation. The R2 for three runs of LR were
0.72, 0.62, and 0.75 respectively, while mean R2 was 0.70 with a standard deviation of 0.05 (Table 4).
The R2 for three runs of EN were 0.61, 0.61, and 0.71, respectively. Relatively lower mean R2 of 0.65
was observed for EN in comparison with LR; however, a slightly lower standard deviation of 0.04
was observed for EN. The lowest mean R2 of 0.62 was recorded for k-NN algorithm with the highest
standard deviation of 0.09. The highest mean R2 was recorded by SVR algorithm with slightly higher
standard deviation of 0.07 in comparison with LR and EN. The MAE and RMSE for NB-2017 were in
the ranges of 4.68–5.60 and 5.97–6.93 t/ha, respectively, for all algorithms. The lowest MAE and RMSE
were recorded for the SVR algorithm, e.g., 4.68 and 5.97 t/ha, respectively.

Agronomy 2020, 10, x FOR PEER REVIEW 11 of 16 

 

comparison with 2017. The moisture distribution in 2018 represented the less but intense rainfall 
events as in all study fields the only water source was rainfall. Interestingly, a high correlation was 
observed between HCP and soil moisture content. The reason of this strong correlation justified the 
high conductivity of wet soil in comparison with the dry soil. As in lower slopes, water infiltrates in 
soil quickly because of higher retention time with soil, which impacts the retention of soil moisture 
in soil ultimately providing better chances to grow the healthier crops. All these above-mentioned 
relations can be observed in the regression plots represented in Figure 2, e.g., the strong positive 
correlations of HCP and moisture and negative correlation of slope with yield. 

3.3 Evaluation of Machine Learning Algorithms 

The k fold validation boxplot for NB-2017 dataset is presented in Figure 3, which were formed 
in a result of three (k = 3) runs of the test set for algorithm evaluation. The R2 for three runs of LR 
were 0.72, 0.62, and 0.75 respectively, while mean R2 was 0.70 with a standard deviation of 0.05 (Table 
4). The R2 for three runs of EN were 0.61, 0.61, and 0.71, respectively. Relatively lower mean R2 of 0.65 
was observed for EN in comparison with LR; however, a slightly lower standard deviation of 0.04 
was observed for EN. The lowest mean R2 of 0.62 was recorded for k-NN algorithm with the highest 
standard deviation of 0.09. The highest mean R2 was recorded by SVR algorithm with slightly higher 
standard deviation of 0.07 in comparison with LR and EN. The MAE and RMSE for NB-2017 were in 
the ranges of 4.68–5.60 and 5.97–6.93 t/ha, respectively, for all algorithms. The lowest MAE and RMSE 
were recorded for the SVR algorithm, e.g., 4.68 and 5.97 t/ha, respectively. 

 

Figure 3. Comparison of the performance of machine learning algorithms for all the datasets. 

Slightly different trends were observed for PE-2017 dataset in comparison with NB-2017 dataset. 
The LR recorded R2 of 0.54, 0.73, and 0.64 for three runs of the test set, respectively, with a relatively 
higher standard deviation than other algorithms, e.g., 0.07. EN performed relatively better with a 
higher mean R2 of 0.65 and with the lowest standard deviation of 0.01 for PE-2017 dataset in the 
testing phase. A similar poor performance of k-NN was observed for PE-2017 dataset as recorded in 
NB-2017 dataset in comparison to other algorithms (Figure 3). Three runs of testing trials for SVR 
yielded R2 of 0.57, 0.71, and 0.67 with a standard deviation of 0.07. Similarly, mean R2 of 0.65 was 
recorded as in the case of EN regressor; however, the lowest MAE (5.18 t/ha) and RMSE (6.60 t/ha) 
values were recorded for SVR for PE-2017 dataset. 

Figure 3. Comparison of the performance of machine learning algorithms for all the datasets.

Slightly different trends were observed for PE-2017 dataset in comparison with NB-2017 dataset.
The LR recorded R2 of 0.54, 0.73, and 0.64 for three runs of the test set, respectively, with a relatively
higher standard deviation than other algorithms, e.g., 0.07. EN performed relatively better with a
higher mean R2 of 0.65 and with the lowest standard deviation of 0.01 for PE-2017 dataset in the testing
phase. A similar poor performance of k-NN was observed for PE-2017 dataset as recorded in NB-2017
dataset in comparison to other algorithms (Figure 3). Three runs of testing trials for SVR yielded R2 of
0.57, 0.71, and 0.67 with a standard deviation of 0.07. Similarly, mean R2 of 0.65 was recorded as in the
case of EN regressor; however, the lowest MAE (5.18 t/ha) and RMSE (6.60 t/ha) values were recorded
for SVR for PE-2017 dataset.

Similar trends of algorithm performance were observed for NB-2018 dataset as in previous datasets.
Three testing runs of LR and EN regressor recorded similar mean R2 (0.63) for NB-2018 datasets.
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However, slightly lower MAE (3.59 t/ha) and RMSE (4.69 t/ha) were recorded for LR in comparison
with EN. The highest mean R2 of 0.65 was recorded for SVR for NB-2018 dataset (Figure 3).

The slightly different performance of algorithms was observed for PE-2108 dataset in comparison
with other datasets. The highest mean R2 of 0.54 was recorded for both SVR and k-NN algorithms for
PE-2018 dataset.

Table 4. Algorithm comparison of selected datasets.

Site Year Algorithm MAE (t/ha) RMSE (t/ha) Mean R2 Std. Dev. (R2)

New Brunswick

2018

Linear Regression 3.59 4.69 0.63 0.04

Elastic Net 3.79 4.72 0.63 0.06

k-Nearest Neighbor 4.21 5.23 0.53 0.07

Support vector regression 3.60 4.62 0.65 0.06

2017

Linear Regression 4.77 6.19 0.70 0.05

Elastic Net 5.60 6.67 0.65 0.04

k-Nearest Neighbor 5.57 6.93 0.62 0.09

Support vector regression 4.68 5.97 0.72 0.07

Prince Edward Island

2018

Linear Regression 5.01 6.24 0.53 0.09

Elastic Net 5.27 6.54 0.49 0.11

k-Nearest Neighbor 4.85 6.49 0.54 0.12

Support vector regression 4.95 6.17 0.54 0.09

2017

Linear Regression 5.23 6.70 0.64 0.07

Elastic Net 5.57 6.74 0.65 0.01

k-Nearest Neighbor 5.62 6.91 0.64 0.05

Support vector regression 5.18 6.60 0.65 0.06

MAE is mean absolute error. RMSE is root mean square error.

3.4. Comparative Analysis of Machine Learning Algorithms

The comparative analysis of algorithm suggested that the SVR performed comparatively better
for all datasets (Table 4). The reason behind the better performance of SVR due to better optimization
techniques for a high number of variables [25]. SVR provides the additional functionality of kernel [29],
which improves the model ability for predictions by understanding the nature of features. Furthermore,
SVR provides the flexibility to deal with the distribution, geometry, and overfitting of data unlike other
algorithms such as LR. The working principle of SVR is based on minimizing structural risk, which
focuses on minimizing the upper bound error than the training error [30]. In a comparative study of
algorithms, Pang et al. [30] recorded superior performance of SVR over multiple linear regression and
backpropagation neural networks. The finding of our study also emphasizes the better performance of
SVR compared to the other algorithms. The performance of k-NN remained low for three out of four
datasets. The poor performance of k-NN was due to a higher number of features or dimensions used
in the models. It is noticeable that the performance of the k-NN algorithm remained better for less
correlated variables (Figure 2) dataset PE-2018. This behavior suggests the ability of k-NN is better for
variables with nonlinear behavior; however, more studies are required to prove this claim.

The prediction accuracies of the datasets used in this study were combined, as presented in Figure 4.
Wider ranges of mean R2 were observed for NB datasets. For the NB-2018 dataset, mean validation
accuracies ranged 0.53–0.65 and for NB-2017 dataset slightly higher ranges were observed, e.g.,
0.62–0.72. In comparison with NB datasets, PE-2017 dataset showed the narrowest range of accuracies
(0.64–0.65). No major effects of different algorithms were apparent for PE-2018 dataset; however,
the k-NN algorithm performed unexpectedly better in comparison with other datasets (Figure 4) as
there were less correlated variables for this dataset (Figure 2).
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Although different ML algorithms acted differently for each site-year combination, consistent
behavior of accuracies across site–year combination was observed. For example, in all four sites,
SVR performance was better than all other algorithms. Contrary to SVR, the performance of k-NN
remained low for three out of four sites. Based on the results of this study, SVR models may be
implemented in similar potato tuber fields as selected in this study for crop input optimization.
Potentially higher and lower yield areas may be predicted to adjust the variable application of soil
nutrients, fertilizers, irrigation, and other soil conservation practices.

The variation in prediction in similar fields in different years was recorded because of other
climactic, weather, chemical, and physical factors. For example, climate changes partially impact
the crop yield [31]. Maqsood et al. [32] reported that climate extreme indices accounted for about
39% of the tuber yield change, while the rest of the variation in tuber yield was explained by the
other factors, such as better management practices, better seed, fertilization, precision agriculture
technology, field topography, soil properties physical, chemical and hydrologic properties, supplement
irrigation, and others. Soil moisture explained 57–66% of variations in the potato tuber yield of
experimental potato fields in New Brunswick and Prince Edward Island [33], while the slope and
elevation of agricultural fields explained 22–36% of variation in the tuber yield of these regions [34].
Afzaal et al. [35] reported that supplemental irrigation and irrigation application techniques varyingly
affected the tuber yield especially in rainfed areas due to uneven rainfall patterns. Potato tuber yield
also depends on the tuber seed quality, soil management practices, nitrate contents in the soil, fertilizer,
water management practices, and chemical and bio-fertilization [36–39].

4. Conclusions

The potential of four ML algorithms, namely LR, EN, k-NN, and SVR, for the prediction of potato
tuber yield was assessed for datasets of six fields across Atlantic Canada. For the growing seasons
of 2017 and 2018, the data about horizontal and vertical components of soil electrical conductivity,
soil moisture content, field slope, soil pH, SOM, normalized difference vegetative index, and potato
tuber yield were named as PE-2017, PE-2018, NB-2017 and NB-2018 for Prince Edward Island and New
Brunswick fields. Modeling techniques were employed to generate yield predictions with statistical
parameters from the collected data. The SVR models outperformed all other models for all four
datasets with RMSE of 5.97, 4.62, 6.60, and 6.17 t/ha, respectively. The performance of k-NN remained
poor except for PE-2018. However, all ML algorithms worked well by explaining about 60% of the



Agronomy 2020, 10, 1046 14 of 16

tuber yield from the soil properties mentioned above. The remaining 40% explanation may come from
external factors, such as climate change and environment. Furthermore, larger datasets may generate
precise and accurate results using either model. The information generated from this study will be
needed for creating site-specific management zones for potatoes, which form a major component for
food security initiatives across the globe.
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