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Abstract: Recent developments, begun by the ascending spiral of the anticipated endless prospects of
ChatGPT, promote artificial intelligence (AI) as an indispensable tool and commodity whose time has
come. Yet the sinister specter of a technology that has hidden and unmanageable attributes that might
be harmful to society looms in the background, as well as the likelihood that it will never deliver
on the purported promise of artificial general intelligence (AGI). Currently, the prospects for the
development of AI and AGI are more a matter of opinion than based on a consistent methodological
approach. Thus, there is a need to take a step back to develop a general framework from which to
evaluate current AI efforts, which also permits the determination of the limits to its future prospects
as AGI. To gain insight into the development of a general framework, a key question needs to be
resolved: what is the connection between human intelligence and machine intelligence? This is
the question that needs a response because humans are at the center of AI creation and realize that,
without an understanding of how we become what we become, we have no chance of finding a
solution. This work proposes info-autopoiesis, the self-referential, recursive, and interactive process
of self-production of information, as the needed general framework. Info-autopoiesis shows how the
key ingredient of information is fundamental to an insightful resolution to this crucial question and
allows predictions as to the present and future of AGI.

Keywords: Claude Shannon; Gregory Bateson; communication; information; info-autopoiesis;
semantic; syntactic

1. Introduction

Generative Pre-trained Transformer 3 (GPT-3) was released on 11 June 2020 by OpenAI,
a San Francisco-based artificial intelligence research laboratory. This third-generation
program is capable of learning how to write like a human without being taught by a
computer scientist. GPT-3 searches a massive amount of written text by reading millions of
articles and books online to produce work that has perfect grammar, correct punctuation,
and no spelling mistakes. It may be used to write songs, stories, press releases, guitar
tabs, interviews, essays, technical manuals; and has the ability, after analyzing a text
based on users’ input, to capture the style of writing and produce new articles in that
style [1]. The creation of texts containing misleading or false information is something that is
readily achieved.

DALL-E, in a nod to both “WALL-E”, the 2008 animated movie about an autonomous
robot, and Salvador Dalí, the surrealist painter, was released on 5 January 2021, also by
OpenAI. This is a technology that lets you create digital images simply by describing what
you want to see and can combine concepts, attributes, and styles [2,3]. It also can be a
worrisome development because of its ability to generate images that may be sources of
fake digital images to easily help spread online disinformation campaigns [4,5].

The subsequent launching of ChatGPT as a prototype by OpenAI on 30 November
2022 created the sensation that AI had achieved the status of mass use [6]. However, an
Open Letter to pause AI experiments seems to accentuate the sinister specter of a technology
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that has hidden and unmanageable attributes that might be harmful to society. It begins
with the acknowledgment that “AI systems with human-competitive intelligence can pose
profound risks to society and humanity as shown by extensive research and acknowledged
by top AI labs . . . Advanced AI could represent a profound change in the history of life on
Earth, and should be planned for and managed with commensurate care and resources”. It
then identifies “AI labs locked in an out-of-control race to develop and deploy ever more
powerful digital minds that no one—not even their creators—can understand, predict, or
reliably control.”.

Furthermore, the report continues, “Contemporary AI systems are now becoming
human-competitive at general tasks, and we must ask ourselves: Should we let machines
flood our information channels with propaganda and untruth? Should we automate away
all the jobs, including the fulfilling ones? Should we develop nonhuman minds that might
eventually outnumber, outsmart, obsolete, and replace us? Should we risk the loss of
control of our civilization? Such decisions must not be delegated to unelected tech leaders.
Powerful AI systems should be developed only once we are confident that their effects
will be positive and their risks will be manageable.” After this, a call is made for a pause
of at least six months [7].

This Open Letter calls for the development and implementation of shared safety
protocols as well as refocusing research to make these systems “more accurate, safe, in-
terpretable, transparent, robust, aligned, trustworthy, and loyal (emphasis added), as
well as “to dramatically accelerate development of robust AI governance systems” and
include “new and capable regulatory authorities dedicated to AI; oversight and tracking of
highly capable AI systems and large pools of computational capability; provenance and
watermarking systems to help distinguish real from synthetic and to track model leaks;
a robust auditing and certification ecosystem; liability for AI-caused harm; robust public
funding for technical AI safety research; and well-resourced institutions for coping with the
dramatic economic and political disruptions (especially to democracy) that AI will cause.”

These statements show the unbridled imagination and optimism with which AI is
welcomed and condemned at the same time. It is particularly noteworthy (see emphasis
above) that these systems are to be “ . . . aligned, trustworthy, and loyal”. This may be
interpreted as a prediction of sentient AI systems and also reveals that the current prospects
for the achievement or non-achievement of AI and AGI are more a matter of opinion than
based on a consistent methodological approach. This is true of researchers who predict
sentient AGI or superintelligence as a matter of faith [8,9], or who consider that AGI is
a myth promoted without a scientific basis [10]. Thus, the need to take a step back to
develop a general framework (non-existent at the present time) from which to evaluate
current AI efforts, which also permits the determination of the limits to its future prospects
as AGI.

This is analogous to achieving flight in heavier-than-air vehicles, following the example
of birds. Clearly, planes are not birds, but the Bernoulli principle is fundamental to the
flight of both. In a similar way, we generally recognize that computers are not humans,
but we seem to want to equate the inner hardware and software workings of computers
to those of the human brain. Machine learning using neural networks is said to parallel
the activities of the neural networks of the human brain. Does this mean that the accepted
general framework for”dupl’cating the human brain is that of neural networks? If that is
the case, then incremental steps in understanding how combinations, permutations, and
improved and newly developed neural networks will eventually yield AGI. However, what
is the basis to believe that indeed that will be the end result? Currently, this is more a matter
of faith rather than solidly grounded knowledge.

To gain insight into the development of a general framework, a key query needs
resolution: what is the connection between human intelligence and machine intelligence?
This is the crucial question that needs a response because humans are at the center of
AI creation. Without an understanding of how we become what we become intelligence-
wise; we have no chance of finding a solution as to how to make intelligent machines. A
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similar argument is posed by Larson [10] by making the distinction between ingenuity
and intuition proposed by Turing [11]. Ingenuity is the capacity to subdivide a problem
into parts that are then tackled in a mechanical way to reach a solution. Intuition on
the other hand relies on human judgements that we are incapable of discernment. This
work proposes info-autopoiesis, the self-referential, recursive, and interactive process of
self-production of information, as the needed general framework. Info-autopoiesis shows
how the key ingredient of information is fundamental to an insightful resolution to this
crucial question and allows predictions as to the present and future of AGI.

To gain some perspective on the concept of information, we have to be aware that it is
a concept that generally eludes definition and explanation and has gained applicability in
many spheres of human knowledge. For example, most scientists rely on a definition that
postulates information to be a fundamental quantity in the Universe existing independently
in the environment [12–35]. This widely held but erroneous perspective can be summarized
as “it from bit” [36]. In short, when something is postulated to explain everything, it is a
good sign that it explains nothing.

An alternative explanation that naturalizes information relies on Gregory Bateson’s
definition of information as “a difference which makes a difference” to a living being [37]
(p. 453). This is the definition that is used as the basis for info-autopoiesis. Succinctly,
info-autopoiesis (information self-creation/self-production) is defined as the individuated
sensory commensurable, self-referential, recursive, and interactive homeorhetic feedback
process relevant to all living beings in their endless quest to satisfy physiological and/or
relational needs [38], leading to the naturalized, factual observation that self-produced
information is not a fundamental quantity of the Universe. This puts sensorial percepts
as the source of signals that play an important role in making the external environment
meaningful to any living organism. This suggests that information does not pre-exist living
beings in the environment, and if we indeed find information in the environment it is due
to the actions of living beings.

To discuss the process of info-autopoiesis and its potential impact on AGI, this paper
is divided into several sections. Firstly, the concept of information is naturalized by
examining its etymological origins as well as Gregory Bateson’s characterization as “a
difference which makes a difference.” Then, the process of info-autopoiesis is presented
as central to the self-production of information. This includes consideration of the human
organism-in-its-environment; and the auto-generation, processing, and transmission of
information, including a critical examination of the mathematical theory of communication
by Claude Shannon. Lastly, several examples are presented to illustrate the implications of
info-autopoiesis for all human creations and AGI, as well as suggestions for overcoming
any identified limitations.

2. What Is Information?

The concept of information, even from a cursory examination of the literature, has
great diversity and reach. Because of its broad applicability in many fields of knowledge, a
wide range of criteria seem to apply in its study [39–42]. The gamut runs from Shannon
or syntactic information [43], Bateson information [37], biological, heritable, or intrinsic
information [12,13,44], functional information [45,46], non-heritable learned or creative
information [29], measured physical information [29], and ecological information [47].
These various types of information certainly prove their diversity, but what might be ideal
is to identify the more general characteristics of information that naturalize its meaning.

If we inquire into the etymology of the word information, we find its Latin roots
in the word informatio, which comes from the verb informare (to inform) in the sense of
giving shape to something material, as well as the act of communicating knowledge to
another person [41,48–50]. In addition, in parallel to its etymological origins, Bateson
defines information as “a difference which makes a difference” [37] (p. 453). The common
dynamic of these two approaches to information is the implicit notion of interactivity and
recursivity. Its etymology reflects the human capacity to interact recursively with matter in
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the environment and with other similar beings to achieve an end. The Batesonian approach
manifests the human ability for sensorial commensurable spatial/temporal comparison
(between two instances) in pursuit of the satisfaction of its physiological (internal/external)
and/or relational needs. The first, objective “difference” is sufficiently large in magnitude,
yet suitably slow to be detectable by human sensory organs. The second, subjective
“difference which makes a difference” is assessed by the human organism as able to satisfy
its physiological (internal/external) and/or relational needs. These “differences” reflect
the dynamic self-referential, interactive, and recursive acts of the human organism-in-its-
environment in an ascending virtuous spiral of sensation-information-action-sensation.
In summary, information is not a fundamental quantity of the Universe but rather, the
most important element created by human organisms-in-their-environment to discover
themselves in their environment.

Another important aspect of Batesonian information is that “difference” and “idea”
are found to be synonymous and homeorhetic [37] (p. 453). In addition, the endless self-
referential, recursive, and interactive process of sensation-information-action-sensation
related to Bateson’s ‘difference which makes a difference’ is illustrated by the actions of a
woodcutter on a tree:

“Consider a tree and a man and an axe. We observe that the axe flies through the air
and makes certain sorts of gashes in a pre-existing cut in the side of the tree. If now we want
to explain this set of phenomena, we shall be concerned with differences in the cut face
of the tree, differences in the retina of the man, differences in his central nervous system,
differences in his efferent neural messages, differences in the behavior of his muscles,
differences in how the axe flies, to the differences which the axe then makes on the face
of the tree. Our explanation (for certain purposes) will go round and round that circuit.
In principle, if you want to explain or understand anything in human behavior, you are
always dealing with total circuits, completed circuits. This is the elementary cybernetic
thought.” [37] (pp. 458–459).

This description evolves from Bateson’s cybernetic perspective of the world. The
woodcutter performs self-referencing, interactive, and recursive labor to harvest wood to
use to build a fire for warmth and/or food preparation, a description applicable to many
job tasks pertinent to shaping matter in our environment. The use of the word cybernetics
is done not in its homeostatic sense of the word, but rather, in a homeorhetic sense. This
implies that the activities of the woodcutter tend to converge towards a dynamic trajectory
where the activity of the woodcutter follows a moving and developing target during the
activity, i.e., shaping the surface of the tree to make it fall. Repetition of an activity such as
cutting down trees generally leads to skill improvement and efficiency, unlike homeostatic
adaptations that tend to return to a state of equilibrium.

In summary, the naturalization of information allows us to identify information as
something palpable in our daily living. Information is something that we impart to matter
and other living beings, noticing differences that permit the control of those actions. In
addition, we internalize those changes as ideas that help us promote the ever-expanding
and spiraling cycle of sensation–information–action–sensation.

3. Info-Autopoiesis

Info-autopoiesis (info = information; auto = self; poiesis = production/creation) is pro-
posed as a general framework to answer the key question: what is the connection between
human intelligence and machine intelligence? Info-autopoiesis is the self-referential, recur-
sive, and interactive process of self-production of information. This is accomplished by find-
ing the “difference which makes a difference” [37] (p. 453) from the spatially/temporally
separated “Sensorial Signals” of the noisy environment in which all living beings live, in
their motivated efforts to satisfy their physiological and/or relational needs to improve
their ability to engage in their ever-changing environment [38,51–54]. Through their sen-
sory organs, they discover the bountifulness of matter and/or energy as expressions of
their environmental spatial/temporal motion/change.
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Info-autopoiesis results in the generation of semantic (internal or endogenous) and
syntactic (external or exogenous) information relevant to humans in their environment.
Internal or semantic information generation is motivated by the individuated satisfaction
of physiological (internal and external) and relational needs, where sensorial percepts play
an important role and make the external environment meaningful. One characteristic of
internal information is its inaccessibility, which may be remedied if an individual is willing
to share its contents through external expressions using language, gestures, pictographs,
musical instruments, sculptures, writing, coding, etc., which is syntactic in nature and
corresponds to Shannon information. This means that Shannon/syntactic information is a
metaphor for everything that is produced by all living beings. In the case of human beings,
this includes all our artificial creations in the arts and sciences and all human artifacts which
surround us. In this regard, recent research shows that [55–57] “Humanity has reached a
new milestone in its dominance of the planet: human-made objects may now outweigh all
of the living beings on Earth.

Roads, houses, shopping malls, fishing vessels, printer paper, coffee mugs, smart-
phones, and all the other infrastructure of daily life now weigh in at approximately
1.1 trillion metric tons—equal to the combined dry weight of all plants, animals, fungi,
bacteria, archaea, and protists on the planet. The creation of this human-made mass has
rapidly accelerated over the past 120 years: Artificial objects have gone from just three
percent of the world’s biomass in 1900 to on par with it today. In addition, the amount
of new stuff being produced every week is equivalent to the average body weight of all
7.7 billion people.” [56].

The implication is that there is no information in the environment or in the Universe in-
dependent of humans. For this reason, a need exists to critically examine the implications of
the syntactic nature of externalized information on Artificial Intelligence. Recognizing that
the mediating role of information as a self-referential, recursive, and interactive process of
sensation–information–action–sensation between the human organism-in-its-environment
and matter/energy, it becomes necessary to detail how the generation of different types of
information is carried out and the function that they fulfill.

3.1. Infoautopoiesis and the Human Organism-in-Its-Environment

The representation in Figure 1 shows a human ORGANISM-in-its-ENVIRONMENT,
illustrating the self-referential, interactive, and recursive process of sensation–information–
action–sensation between the ORGANISM and the ENVIRONMENT. The direction of the
arrowheads in the image of the human organism-in-the-environment in Figure 1 shows that
the flow begins as ENVIRONMENTAL NOISE; it then transforms into Sensorial Signals
after detection and transduction by the SENSES; which are then converted, in the box
identified as INFOAUTOPOIESIS, into useful/meaningful information for the organism-in-
its-environment; and, as a result, elicits an ACTION that is exerted on the environment and
identified as an ACTION RESULT.

Since its unicellular beginnings in the womb, the human organism-in-its-environment
lives in a milieu where ENVIRONMENTAL NOISE is the norm. The ability of the hu-
man ORGANISM-in-its-ENVIRONMENT to distinguish what is relevant to satisfy its
physiological (internal and external) and/or relational needs is what guides its actions.
This is a constant for human beings during their lifetimes and drives an always changing
homeorhetic becoming.
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Internal and external circuits are distinguished in the dynamic of the human organism-
in-its-environment. The internal homeorhetic cybernetic self-referential circuit is the one
that makes effective the definition of information of Bateson [37] as “a difference that makes
a difference” and is represented in Figure 1 as a box identified as INFO-AUTOPOIESIS. The
external circuit allows the organism to influence its environment in a self-referential, inter-
active, and recursive way in line with the internal circuit. This external circuit is defined to
begin from the ENVIRONMENTAL NOISE, which is admitted and processed by the or-
ganism in the INFO-AUTOPOIESIS box in response to its physiological (internal/external)
and/or relational needs, which results in an ACTION that impacts the environment as an
ACTION RESULT, as well as the SENSES of the human organism. The feedback of the
ACTION into the human organism is by way of the SENSES and the ACTION RESULT that
cuts through the ENVIRONMENTAL NOISE since it is an expected signal by the human
organism-in-its-environment. The self-referential, interactive, and recursive process of sen-
sation–information–action–sensation between the ORGANISM and the ENVIRONMENT
in this external circuit allows for the achievement of greater efficiency of the ORGANISM
in dealing in space and time with its ENVIRONMENT.

The Sensorial Signals identified in Figure 1 result from the sensory interaction of the
organism with its environment from which comes the ENVIRONMENTAL NOISE or white
noise that impacts the SENSES. In this figure when we talk about SENSES, we are not only
talking about the five most common senses: touch, sight, smell, hearing, and taste; but
also, that these SENSES have millions of sensory elements throughout our body. It should
be noted that each sensory element acts in a way that is commensurable when activated
repeatedly by the ENVIRONMENTAL NOISE according to the specificity of its sensory
capacity. For example, a sensory element may be attuned to only measure pressure/force.
AMBIENT NOISE must be of sufficient intensity (strong enough to be detected yet not so
strong that it damages the sensory organs) and duration (long enough to be differentiated
yet not so short as to be ignored), as well as being of interest to the organism to generate
Sensorial Signals. The motivation of the human organism-in-its-environment to recognize
a particular characteristic of the ENVIRONMENTAL NOISE or white noise impinging on
the SENSES is the satisfaction of its physiological (internal/external) and/or relational
needs. For example, an infant in its gestation phase outside the womb seeks its mother’s
nipple to feed. That does not necessarily mean that the infant realizes what she is doing, or
even that seeking a nipple means she is hungry or seeks nourishment, even if her hunger is
eventually satisfied. It only knows that it instinctively must look for something that feels
like a nipple, rejecting all other sensory artifacts. Indeed, it uses constitutive absence [58] as
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a beacon to satisfy its unspecified needs. This also means that the generation of information
might run the gamut from voluntary to involuntary.

In Figure 1, after the Sensorial Signals reach the box labeled INFO-AUTOPOIESIS,
a meaning-making box, they are processed and are converted into semantic, meaning-
ful, or internalized (endogenous) information. It is here that after an accumulation of
Sensorial Signals, the organism deploys its capacity for ACTION that is specific to the
ACTION RESULT that is sought in its environment to pursue the satisfaction of phys-
iological (internal/external) and/or relational needs. This ACTION leading to an AC-
TION RESULT may be characterized as syntactic or externalized (exogenous) information
which is a consequence of the externalization of the internalized semantic information.
In other words, an externalized syntactic informational homeorhetic ACTION occurs
depending on the internalized semantic information generated by the human organism-
in-its-environment due to the acquired Sensorial Signals identified by the self-referenced
needs of the organism. This is a never-ending self-referential, interactive, and recursive
sensation–information–action–sensation cycle. This arrangement of components serves to
illustrate, in a rudimentary way, how the mind-body problem might be addressed since it
shows how the world and our images of the world are coordinated [59,60] (p. 165).

Recent research serves to illustrate this type of voluntary/involuntary behavior. Re-
searchers discovered that bacterial spores Bacillius subtitilis, which are partially dehydrated
cells, can analyze their environment, despite being in a lethargic state and considered phys-
iologically dead for years, to survive disadvantageous environmental conditions. However,
they continue to generate information from short-lived environmental signals, leaving
their dormant state after accumulating a certain number of sensorial signals that confirm
that they can activate again and return to life under now more favorable environmental
conditions [61,62]. This is precisely what we want to represent as occurring within the
INFO-AUTOPOIESIS block of Figure 1.

The internal and external circuits define an asymmetrical relationship between the
organism and its environment. The ENVIRONMENTAL NOISE that impacts the SENSES
of the human ORGANISM-in-its-ENVIRONMENT is not a reflection of the actions of the
organism in the environment, although they are related. Our SENSES (touch, hearing,
sight, smell, and taste) are the only window that allow us the possibility of ACTION on
our environment to succeed in satisfying our physiological (internal/external) and/or
relational needs. The result of an ACTION on our environment is an expression of the
externalized syntactic information that results from internalized semantic information.

This means that there is no information in the environment except for the syntactic
information that we externalize. Our SENSES are incapable of identifying information in
the environment. We are only capable of capturing Sensorial Signals using our SENSES
that need interpretation to info-autopoietically create internalized semantic information.
This is in contradiction to the postulate of many scientists who believe that information
exists in the environment, as noted above.

3.2. Auto-Generation, Processing, and Transmission of Information

Figure 2 shows a condensed version of the info-autopoiesis of Sensorial Signals into
the semantic and syntactic information previously shown in Figure 1. Sensorial Signals
are the basis for our interactions with the environment in seeking the satisfaction of our
physiological and/or relational needs through a process of info-autopoiesis that enables
meaning-making and its externalization in a triadic process involving Personal-Subjective-
Relative (PSR-I), Impersonal-Objective-Absolute (IOA-I) and Shannon-Distilled (SD-I)
information. The details of this triadic process may be consulted elsewhere [38,53]. This
triadic process shows the evolution from endogenous (internalized) semantic information
to exogenous (externalized) syntactic information. The depicted externalized, syntactic
information by the human organism-in-its-environment depicted in Figure 2 is in the form
of oral sounds.
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Figure 2. Info-autopoiesis of Sensorial Signals into semantic and syntactic information (Adapted
from [53]).

A further implication is that Shannon/Distilled Information (SD-I) is secondary to
PSR-I and IOA-I and that Shannon/Distilled Information (SD-I) cannot exist independently.
SD-I is the basis for the existence of this artificial world that we inhabit. A characteristic
of an individual’s PSR-I and IOA-I is their inaccessibility, no one can have access to our
innermost thoughts and feelings. While it can be assumed that the individual PSR-I and
IOA-I are extensive in their content, most of us are unable to externalize all our complex
emotions, feelings, and learning, whether our intention is to make them intelligible to those
around us or not.

3.3. Info-Autopoietic Communication

Figure 3 illustrates info-autopoietic communication, i.e., the transformation of Senso-
rial Signals into semantic and syntactic information, between an individual on the left side
of the figure with a similar individual on the right side of the figure. The distillation of
PSR-I and IOA-I for externalization and communication transforms PSR-I and IOA-I into
Shannon/Distilled Information (SD-I), or syntactic information [43].
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The represented process of communication is of a general nature and follows the
depicted sequence: The syntactic information externalized by the individual on the left
side of the figure initially gets transformed into electrical signals at the Information Source
such as a microphone. The microphone transforms the sound waves into analog/digital
electrical signals which are then fed into the Transmitter. The Transmitter then directs
them into a Channel. This Channel may be a wire that carries the electrical signal, or
it might involve the generation of electromagnetic waves that are sent into the ether,
subject to capture by any number of Receivers. Either of these two options may be sub-
jected to random noise from an extraneous Noise Source. Upon detection by the Receiver,
it is amplified, denoised, and if needed, transformed into an analog/digital electrical
signal. The signal is then sent to the Destination to be interpreted into an understand-
able format to be printed out, or voice synthesized for someone to hear or record the
communicated message.

Quoting Shannon [43], we note that the source of information ‘ . . . produces a message
or sequence of messages to be communicated to the receiving terminal.’ The transmitter
‘ . . . operates on the message in some way to produce a signal suitable for transmission
over the channel.’ For example, ‘ . . . In telegraphy we have an encoding operation which
produces a sequence of dots, dashes and spaces on the channel corresponding to the
message’. The channel is ‘ . . . the medium used to transmit the signal from transmitter
to receiver’, which accumulates noise from multiple sources in its path, some predictable,
some not. The receiver ‘ . . . performs the inverse operation of that done by the transmitter,
reconstructing the message from the signal.’ Finally, destination ‘ . . . is the person (or thing)
for whom the message is intended.’

The ‘fundamental problem of communication is defined as that of reproducing at
one point either exactly or approximately a message selected at another point.’ Although
messages can be syntactically designed to have meaning, these semantic aspects of com-
munication are irrelevant to the engineering problem, although in some cases engineering
aspects may reveal or involve semantic content. One aspect of this communication system is
that it can be analyzed mathematically in detail, even incorporating probabilistic prediction
to recognize the originally sent message of all possible messages that could have been sent.
A typical example is the language corrector on our cell phones that correct us when writing,
which can encourage mistakes in what we want to say so that sometimes we choose to
blame the word corrector of our cell phone. It is also clear that only a human being at the
Destination can make use of the content transmitted syntactically in the messages.

Shannon’s purpose in devising this analysis was to understand and solve the commu-
nication problem from an engineering perspective by emphasizing the syntactic aspects
of communication. The impact of these developments on digital communications is there
for all to see. If we are going to naturalize the communication process, we might wonder
if there are missing elements that deserve to be included for a more exhaustive analysis.
For example, how does the sender of the message produce the message to be encoded for
transmission? What is the historical and technical process that allows human beings to
develop the technology, design, build, and use the apparatus that allows communication
to take place? Indeed, how do humans educate and prepare themselves not only to pro-
duce advanced technological developments for communication, but to be able to express
themselves by taking advantage of their use?

Phylogenetically, not so long ago we lived a hand-to-mouth existence where com-
munication was, at best, by signs and/or direct oral communication. Ontogenetically, we
developed from a state in which we could hardly communicate to a state in which oral
communication is part of our nature. These questions seem relevant if we want to under-
stand information from a more general perspective. Having no answers to these questions
suggests that we may suffer from alienation, or an inability to recognize our work in the
products of that labor. We seem to forget that the communication system we are describing
is due to our work. In addition, there is a human being on the far left and right of the
communication system in Figure 3. The human being on the far left generates a message,



Computers 2023, 12, 102 10 of 16

because of an internal or endogenous process of creating semantic information, encodes it
as syntactic information to externalize it or convert it into Shannon information/exogenous
syntactic spoken language, which the communication apparatus then digitally encodes as
syntactic information and sends to the human on the far right. After the digitized message
acquires noise in the channel, the noise is removed and decoded in the receiver to convert
it into synthetic language, which reaches the ears of the human being on the far right. The
individual must then decode syntactic and synthetic speech and then decode/interpret
the message based on their previous experience and knowledge. This process leads to
recognizing syntactic information and interpreting information as semantic information.
The same message can have different meanings for different individuals.

A more general interpretation of Figure 3 is that it defines all types of communication
processes, all of which require the externalization of information by the human organism-
in-its-environment. This implies that all artifacts produced by humans are syntactic in
nature, all needing to be interpreted by other humans by means of Sensorial Signals. They
all embody the capability to transform semantic information into syntactic information
in the process of the satisfaction of a need, of design, of the development of the means of
manufacture, and the finishing process. This is true of all human creations, whether oral,
written, musical, scientific creations, sculptures, humanities, arts-oriented works, etc.

Let us examine in more detail the impact of the syntactic nature of human creations in
the realm of science and scientific accomplishment by looking at several examples relevant
to our inquiry.

3.4. Examples Showing the Impact of Info-Autopoiesis on Syntactic Creation

To gain a measure of what we mean when we refer to syntactic elements in nature,
we quote Pattee when he states, “For my argument here, I will mean by matter and energy
those aspects of our experience that are normally associated with physical laws” [63]
(p. 213). In other words, when we observe nature and apply science and the scientific
method to make sense of what we observe, we build an understanding that is based on
our syntactic conceptualizations. We observe, experiment, and theorize using our syntactic
creations, including mathematics, physics, and chemistry to gain access to the world that
surrounds us so that we can change it in our own image to serve our needs. What this
means is that all of what we discover and build is subject to interpretation by someone,
so we have to teach every new generation how to understand and interpret our scientific
creations. If for some reason this chain gets broken, for example when we were unable to
decipher Egyptian hieroglyphic script, it was only because of the Rosetta Stone, the first
Ancient Egyptian bilingual text recovered in modern times, that we were able to gain access
to the inscribed knowledge. The explanations and practical achievements of science need to
be reevaluated since they all are the result of syntactic creation. In short, syntactic creation
is only able to explain other syntactic elements in our environment. It cannot explain nor
create life, an element in nature that is capable of semantic interpretation for its own benefit
as well as syntactic creation to close the circle of its metabolic connection with nature. This
has the implication that all efforts to use chemistry to attempt to create life are doomed to
failure [64–70].

The Chinese room argument by John Searle is an argument against a symbol-processing
machine having an understanding ability, no matter how intelligently it behaves [71–73].
The argument involves a computer (inside a room) that takes Chinese characters as input
and follows the instructions of a program to produce other Chinese characters, which it
presents as output. The computer does this so convincingly that it comfortably convinces
an external human Chinese speaker that it is itself a human Chinese speaker—effectively it
passes the Turing Test [74] as it fools humans into believing that it is, itself, human. The
arguments presented for and against the computer having an understanding ability are
quite contrived and extensive. In the end, Searle makes a convincing argument against the
computer being capable of understanding. Using info-autopoiesis, we can dispense with
the contrived discussion by pointing out that the computer is a human syntactic creation
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that inputs and processes syntactic creations in the form of Chinese characters. It then
outputs other syntactic Chinese characters for someone to interpret their correctness. Since
all the processes consist of syntactic elements from beginning to end, we can be 100%
certain that these syntactic creations are incapable of understanding.

Another common argument that is made is that we live in a computer simulation [75].
This argument assumes the existence of an advanced civilization of unknown superbeings
that has developed the computational capacity to simulate anything it wishes. The result
is that they choose to simulate us and the world in which we live. Great effort in this
argument is devoted to making the case that we are the product of someone’s imagination
and creativity and are part of a computer simulation. This whole contention can be very
readily dispensed with by noting that all computer simulations are syntactic in nature,
whether by an advanced civilization or not. Therefore, we do not live in and were not
created as part of a computer simulation.

Consider the case where an individual falls into a coma or is neurologically incapaci-
tated to communicate or move. Different approaches are used in attempts to communicate
with these individuals. All require the detection of neurons firing which are assumed to
be reflections of brain functionality using a brain-computer interface (BCI). These tech-
niques run the gamut, from non-invasive to invasive recordings, as well as real-time
assessment [76–84]. All these approaches, since they rely on instrumentation which is
syntactic in nature, can only produce syntactic information that needs to be interpreted by
humans to be useful. In short, the only way to access the innermost thoughts of individuals
is by using syntactic creations that are only capable of generating syntactic information
subject to interpretation.

Since the design, construction, and use of computing machines also fall under the
umbrella of syntactic creations, it means that the nature of artificial intelligence (AI) is
also syntactic. This would seem to put a damper on the potential for the achievement
of artificial general intelligence (AGI), although this does not preclude the development
of many interesting AI applications such as ChatGPT [85]. We also need to be careful
when we assume that we can find semantic content in our environment which a machine
will be able to interpret, as syntactic content only exists in the environment because we
put it there. This fact is formalized as the Central Dogma of Information which states:
‘Once semantic information has got into syntactic information it can’t get out again’ [53].
Thus, any arguments for the achievement of sentient artificial general intelligence or
superintelligence [57] are incorrect because of its dependence on syntactic computations
by syntactic machines. As noted above, the notion of meaning-making is beyond the
capabilities of any machine, no matter how sophisticated.

From an engineering design perspective, if we acknowledge the fact that our creations
are syntactic in nature, then we can treat this fact as a boundary condition for AI research.
This could possibly lead to a change of approach to developments in AI since we need to
acknowledge that AGI is not achievable. The use and abuse of AI systems is an ethical
dilemma not easily resolved.

All these findings have a common and fundamental basis, i.e., that information does
not exist in the environment; rather, information is self-produced by living beings through
sensorial interactions with the environment motivated by the need to satisfy physiological
and/or relational needs. Info-autopoiesis results in endogenous, semantic information,
which becomes exogenous, and syntactic information, which is synonymous with ordered
structure and artificial creation. Syntactic information does not have the capacity for
meaning-making, whatever its configuration. For example, all our basic sciences, including
physics, chemistry, biology, and mathematics are syntactic constructions, hence science
cannot encompass life. Info-autopoiesis is a new information paradigm that we can use to
think about the world in which we live to determine what is possible within the bounds of
syntactic information creation.
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4. Discussion

There is a tendency by most researchers to postulate the existence of information as a
mysterious quantity that is to be found everywhere in our environment, except that it is
difficult to describe and no identifiable sense organs seem to detect it. Yet, the notion that
information can be identified gives credence to the colloquial expression “I know it when I
see it”.

Norbert Wiener attempted to be more specific when he stated that “Information is
information, not matter or energy. No materialism which does not admit this can survive at
the present day” [34] (p. 132). While describing information in terms of itself, this points to
a general belief among many scientists that information is a third quantity of the Universe
besides matter and/or energy, something that is wholly dependent on a postulate that has
no basis in fact.

The approach promoted in this work is that information is paramount to the func-
tioning of the human organism-in-its-environment. An etymological perspective ties
information to giving shape to matter and using communication as the means to shape the
minds of other individuals. While also using Gregory Bateson’s definition of information
as ‘a difference which makes a difference’, it makes for the possibility that information may
be identified and analyzed. Indeed, both perspectives coincide in promoting a naturalized
and dynamic view of information. They promote the view that information is a means to
describe change in matter and/or energy, and that humans have an individuated role to
play in acting to promote and observe that change. This approach ties the finding of an
answer to phenomena that may be observed in the daily lives of humans and how they
interact with their environment.

The result is a new paradigm to study information, that of info-autopoiesis, or the
self-referential, sensory commensurable, recursive, and interactive homeorhetic feedback
process immanent to Bateson’s ‘difference which makes a difference’, by which a human
organism-in-its-environment pursues the satisfaction of its physiological (internal/external)
and/or relational needs. This yields the discovery that the information process is a never-
ending sensation–information–action–sensation cycle that allows us to discover and act on
our environment.

The process of info-autopoiesis transforms the “Sensorial Signals” of the noisy envi-
ronment in which all living beings live, through their motivated efforts to satisfy their phys-
iological and/or relational needs to improve their ability to engage in their ever-changing
environment. The human organism-in-its-environment, through a triadic process involv-
ing Personal-Subjective-Relative, Impersonal-Objective-Absolute, and Shannon-Distilled
information, can internally generate semantic information that it can then externalize as
syntactic information. Our syntactic creations are all the artificial creations that we have
created and surround us, some being very rudimentary but others of great sophistication
and technological scope.

Previously, it has been possible to make the argument that there exists a connection
between the mind-body problem, information, and meaning. In addition, Figure 1 is
elucidatory of the possibility of resolving the mind-body problem by illustrating how
errors/differences/information/ideas are self-produced from Sensorial Signals. These er-
rors/differences/information/ideas, as images of the world, reflect the meaning that helps
the human being coordinate its actions in the external environment [59,60] (p. 165). Gener-
alizing, the self-produced errors/differences/information/ideas are always meaningful
for the organism, whether they are the result of voluntary or involuntary info-autopoiesis.
Determining differences is the source of satisfaction of our most basic physiological needs
such as breathing and eating, changing our surroundings by acting on our environment,
and when engaged in discussions with others. This dynamic view of the process of home-
orhetic cybernetic human actions, or constitutive absence [58], may be revealed as engaging
every instant of our lives. We might not know exactly what it is that is motivating our
sensory engagements, but we cannot deny that satisfaction of physiological and relational
needs are drivers. In other words, life is info-autopoiesis, or info-autopoiesis is life.
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The traditional perspective on life is that “life is chemistry”, leading to the continuous
search for primordial organic molecules as precursors to life [66,69], although it is then
difficult to find the path of how these precursors become life. A current perspective is
centered on the search for a ‘protoribosome’ or a primitive RNA machine capable of linking
two amino acids together [64,65,68,70]. This is an attempt “to recapitulate a milestone on
the road from primordial organic molecules to the ribosome used by the last common
ancestor of all living things” [67] (p. 23). While this might be considered a promising
approach to discovering the origin of life, the question that needs to be asked and answered
is how does this mechanism for life become part of a cellular structure and what motivates
its incorporation? Indeed, what motivates its information self-production?

This info-autopoietic approach to the study of information allows the examination
of many instances where other approaches may fail. Such is the case of artificial general
intelligence (AGI), where the potential benefits/dangers are more a matter of speculation,
rather than the certainty that info-autopoiesis provides by defining its limits as syntactical
creations. Syntactical expressions that are unable to engage in semantical responses. This
also impacts the limits of the arts and sciences and what we can understand and achieve
in their pursuit. Finally, info-autopoiesis allows us to find that there exists a connection
between the mind-body problem, information, meaning, and life.

5. Summary and Conclusions

Info-autopoiesis is a new paradigm to understand information in the context of all
living beings-in-their-environment. Info-autopoiesis is the process of self-production of
information; an individuated sensory commensurable, self-referential, recursive, interactive
homeorhetic feedback process immanent to Bateson’s ‘difference which makes a difference’.
A basic premise to info-autopoiesis is that information is not a fundamental quantity of
the Universe, yet its importance cannot be underestimated for human organisms-in-their-
environment. Humans self-produce information to discover the bountifulness of matter
and/or energy as expressions of their environmental spatial/temporal motion/change, as
information or ‘differences which make a difference’ to satisfy their physiological (inter-
nal/external) and relational needs.

Info-autopoiesis defines a connection between the mind-body problem, information,
meaning, and life, and results in the generation of internalized and externalized information
relevant to human organisms-in-their-environment. The self-production of inaccessible
internalized or semantic information makes the external environment meaningful. Se-
mantic information is made accessible by communicating through externalized syntactic
expressions using language, gestures, pictographs, musical instruments, sculptures, writ-
ing, coding, etc. We live in and are surrounded by our artificial creations [55–57]. This
means that all externalized expressions of human-created knowledge are syntactic in nature
and require re-interpretation by other peers through Sensorial Signals. Syntactic artificial
creations surround us and make us believe that information exists in the environment, yet
there is no information in the environment or in the Universe independent of humans.
Info-autopoiesis is the link between the living and non-living. Despite our ability for
externalized syntactic information creation, however sophisticated, we are unable to make
these syntactic creations produce semantic information. This includes all human knowl-
edge creations in the arts and sciences. Information cannot but be the primary element
that allows humans their unique existence. Since the design, construction, and use of
computing machines also fall under the umbrella of syntactic creations, it means that the
nature of artificial intelligence (AI) is also syntactic. This would seem to put a damper on
the potential for the achievement of artificial general intelligence (AGI), although this does
not preclude the development of many interesting AI applications such as ChatGPT [85].
This fact is formalized as the Central Dogma of Information which states: ‘once semantic
information has got into syntactic information it can’t get out again’ [53].
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