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Abstract: This article addresses the benefits of using IP network modeling platforms to study IP
networks. For the purposes of this study, several models of IP networks were created, through which
various hypotheses were studied. Additionally, different operational variants of the modeled IP
networks were created. The use of the GNS3 platform was proposed, as well as several tools for
monitoring the processes in IP networks. The application of IP network modeling platforms to study
power electronic devices was also addressed. IP network modeling platforms greatly facilitate both
the process of studying IP networks and the process of training professionals to design, install, and
maintain different types of IP network. Thanks to the GNS3 IP network modeling platform, it was
possible to implement different models of IP networks with different functionalities. It was very easy
to determine the answers to posed hypotheses/questions through the capabilities of the IP network
modeling platforms. The questions posed by the hypotheses addressed in this paper were answered
thanks to the results obtained from the research carried out with the IP network modeling platform
GNS3. The present study confirmed that the use of these platforms, in particular the GNS3 platform,
for the modeling of IP networks is an excellent substitute for expensive network equipment, and the
IP network models created in the platform performed almost like networks made of real devices.

Keywords: GNS3; network modeling; network monitoring; power electronic devices; traffic
characterization; VoIP networks

1. Introduction

In the last decade, IP technology has established total hegemony over the commu-
nication network field. Other communication technologies have been displaced by this
technology, which has even taken hold in the new generation of mobile communications—
4G and 5G. Every single device, regardless of whether it is used in the household or in
industry, must already have the ability to connect to an IP network—wired or wireless.
Thanks to IP technology, people’s lives around the world have been completely changed,
for better or for worse. In addition, users are constantly provided with new services and
opportunities, such as 4K IPTV, VoIP (voice over IP), VOLTE (voice over LTE), and Vo5G
(voice over 5G). In order for these services to be provided to users, it is necessary to train
specialists who can maintain and develop IP technology and, accordingly, IP networks. In
order to be perfectly prepared, these specialists need to be trained and familiarized with
all possible practical situations. This is best achieved when working/learning with real
network devices. The problem here is that not every educational institution, such as a high
school or university, can afford to purchase professional, high-performance network equip-
ment, as it is very expensive. In order to be able to train high-quality network specialists,
regardless of the financial capabilities of the training institution, a convenient solution is
the use of IP network modeling platforms.

The best way to solve the problem of not being able to use/purchase suitable network
equipment is through the use of IP network modeling platforms. Using such platforms
solves the abovementioned problems. The main disadvantage of using IP network mod-
eling platforms is the need to use workstations with very high computing capabilities in
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order for the simulation/modeling to run smoothly. In the present work, the capabilities
of such a platform (GNS3) for the modeling of IP networks are presented. The benefits
of using IP network modeling platforms are discussed with several demonstrations of
working IP network models. Through these examples, different IP networks were studied,
presenting different functionalities, such as: connecting to other real networks (the Internet),
VoIP services, and characterizing the communication traffic generated by power electronic
devices (PEDs). Various IP network monitoring tools were used to study and monitor the
modeled IP networks. Based on the obtained results, a brief analysis was conducted for
each of the studied modeled IP networks.

2. Article Structure

This article has the following structure:

• Section 1—Introduction. Here is presented a brief description of the state of the
problem under consideration;

• Section 2—structure of the article;
• Section 3—Related work. Here is presented a review of various works related or very

close to the problem discussed in this article;
• Section 4—Used platform and additional tools. Here are explained the choice to use

the GNS3 platform and the monitoring and measurement tools used during the study;
• Section 5—Research methodology. Here is presented a brief explanation of how the

research was carried out;
• Section 6—Working models of experimental IP networks. Here, the studied models of

IP networks are presented in detail, as well as the results obtained from the studies;
• Section 7—Discussion and analysis of the obtained results;
• Section 8—Conclusion.

3. Related Work

In Ref. [1], the authors used the modeled IP network to verify different transition
techniques for carrying IPv4 packets through IPv6 packets. To carry out their research,
the authors also used the Wireshark tool for monitoring IP networks. Thus, using GNS3,
the authors could very easily verify how the proposed transition techniques handled
the transfer of IPv4 packets through IPv6 packets without using real expensive network
equipment. A similar study was conducted in [2–4].

In Ref. [5], the author used the capabilities of GNS3 to study, compare, and evaluate
the possibilities of ensuring secure data exchange when applying the two protocols that
are used to encrypt information when building VPN (Virtual Private Network) tunnels.
The evaluation and comparison of the capabilities between the two protocols were again
carried out using Wireshark. This author’s research once again demonstrated the many
capabilities of IP network modeling platforms.

In Ref. [6], the author evaluated the performance of different routing protocols. The
modeled IP network created therein was initially configured to work with only one protocol,
then with the second protocol, and finally with the third protocol. The IP network model
comprised nine routers. If such an experimental network were to be built with nine routers,
it would be very expensive. Thanks to GNS3, there was no need to purchase these routers.

In Ref. [7], the author used another platform, Riverbed Modeler, to model any kind
of communication network. The aim of the study was to verify the performance of the
sensor network when using different numbers of nodes (from 3 to 40) and topologies.
Such research without the help of a communication network modeling platform would be
difficult to implement.

In Ref. [8], the authors compared the performance of OSPF (Open Shortest Path First
for IPv4) and OSPFv3 (Open Shortest Path First for IPv6). Again, the Riverbed Modeler
platform was used. To this end, the authors created a model of an IP network composed
of several subnets, each with a certain number of devices. Two scenarios were modeled—
one where the network operated only with OSPF, and a second where the network operated
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only with OSPFv3. Evidently, the use of a communication network modeling platform was
necessary for this kind of research to be carried out. Without the use of such a platform,
this research would be difficult or even impossible to realize due to the large number of
network devices and nodes.

In Ref. [9], the authors used the capabilities of Riverbed Modeler to model an IP
network that would be subjected to cyber-attacks. The aim of the work was to assess
the results of a cyber-attack on the operability of an IP network with security policies
applied. Thus, it was possible to study what would happen to the network before it
was physically built and put into operation. This work showed another capability of
communication network modeling platforms—the verification of the security level of a
working network. This type of research would be difficult to implement without the
availability of communication equipment. However, thanks to communication network
modeling platforms, this type of research can easily be implemented. Additional studies
similar to this work can be found in [10,11].

In Ref. [12], the authors modeled a VoIP network. The purpose of this work was to
study and determine the values of various parameters affecting the performance of a VoIP
network—the delay, bandwidth, jitter, packet size, packet loss, and others. This type of
research—the quick assessment of certain parameters—is realized very rapidly only using
communication network modeling platforms. Additional studies similar to the reviewed
work can be found in [13,14].

In Ref. [15], the authors proposed an algorithm for protecting the exchange of service
information used to identify the nodes, through blockchain technology, in a mobile ad-hoc
network (MANET). The effectiveness of the proposed algorithm was verified by the creation
of a model MANET network that was subjected to cyber-attacks. This work showed another
possibility for communication network modeling platforms, namely application in the
development and testing of new algorithms, protocols, and technologies to be subsequently
used in physical networks. Other similar developments can be seen in [16–23].

In conclusion, platforms for modeling communication networks are generally an
excellent substitute for real networks, which was made evident by the small selection
of research by various authors presented and reviewed above (there are thousands of
developments on the subject in databases worldwide). Communication network modeling
platforms can also be used to develop new algorithms and technologies to improve the
performance of communication networks.

In the present work, several working models of IP networks were reviewed. Through
these working models, the advantages of using IP network modeling platforms were
highlighted by exploring the different capabilities offered by the selected platform. The
research, of course, also took into account the disadvantages of the considered platform.

4. Used Platform and Additional Tools
4.1. Chosen Modeling Platform

For the purposes of this paper, the GNS3 platform [24] was used. This platform was
chosen because of the advantages it offers, such as:

• Compatibility with the operating systems of real network devices from global manufacturers;
• Integration with various IP network monitoring tools;
• The ability to connect the modeled network to real IP networks or the Internet;
• Being completely free.

GNS3 can emulate the operation of various network devices, such as routers and
switches. For this purpose, the platform uses disk images of the real operating systems of
network devices. These operating systems are loaded into and emulated by the platform.
Thus, GNS3 enables network professionals and trainees to work with real network devices
without the need to purchase expensive network equipment. Thanks to this functionality, IP
networks can be modeled using emulated network devices from real manufacturers. Thus,
the modeled networks can come very close to real networks built with the corresponding
network devices.
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Another functionality of the platform is its integration with other IP network moni-
toring tools. In this way, the modeled network can be monitored with various monitoring
tools. GNS3 makes it possible to monitor all links in the modeled network, so all traffic
in the modeled network is monitored. In this way, it is possible to obtain as much data as
possible about the performance of the network. Thanks to this functionality, the complete
characterization of the traffic in the modeled network can be achieved.

The ability to connect to other real networks makes it possible to check how the perfor-
mance of the modeled IP network changes when connected to the Internet. This functionality
of GNS3 enables researchers to first model, test, and connect an IP network to the Inter-
net/another real IP network; then study how connecting the modeled network affects its
performance; and finally progress to the physical building of the modeled IP network.

GNS3 is completely free, which sets it apart from other platforms. For other platforms,
the basic package of the platform is free, but one must pay for the full set of functionalities.
For example, to achieve integration with traffic monitoring tools costs so much, and to have
the modeled network be able to connect to real networks/the Internet costs an additional
price. GNS3 has no such features. Therefore, this platform is very suitable for use in
educational organizations such as colleges or universities that do not have additional funds
to purchase different licenses.

4.2. Additional Tools Applied

For the purposes of the present work, several additional tools were used, through
which the characterization of the traffic and the study of the modeled IP networks’ perfor-
mance as presented in this article were carried out. The tools used were: a round-trip delay
meter, a network analyzer, and a network protocol analyzer.

The Colasoft ping tool [25] and Solarwinds TracerouteNG [26] were used to measure
the two-way (round-trip) delay in the modeled networks. These two tools monitored the
round-trip delay in the modeled networks and provided graphical results illustrating how
the round-trip delay changed during the study.

The network analyzer used was the Capsa Free Network Analyzer [27]. This monitored
various parameters, such as: generated traffic, most-used protocols, and traffic generated
from ports. Through this information, one could determine, for example, the most-used
protocol and the port through which the most traffic was generated for each modeled
network. Thus, the expected behavior of the modeled network when, for example, it is
physically implemented is made clear. For the purpose of this article, the information from
the network analyzer was used to characterize the traffic in the studied model IP networks.

The network protocol analyzer used herein was Wireshark [28]. Thanks to its integration
with GNS3, it could monitor/capture packets on all links in the modeled network. This was
also carried out in the present research. Thus, at the end of the study, the information from
Wireshark could be processed and analyzed by additional tools in order to obtain additional
graphical data for the characterization of the traffic in the studied model IP networks.

In addition, mathematical distributions were obtained for the size and arrival times
of the packets (the time delays between the packets) [29–31]. Thus, additional graphical
results were obtained and used to evaluate the studied model IP networks.

5. Research Methodology

The research presented herein was divided into three substudies, in which several
hypotheses were examined.

The first study examined the hypothesis of whether using MPLS (Multiprotocol
Label Switching) technology with OSPF and EIGRP (Enhanced Interior Gateway Routing
Protocol) would make any difference in the performance of the modeled network. To
test this hypothesis, a model of an IP network that accessed various resources on the
Internet was created. Initially, the network worked only with MPLS and EIGRP, and in the
subsequent study, the same modeled network worked only with MPLS and OSPF. For both
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networks, a characterization of the traffic exchanged in the modeled networks was carried
out using the tools described in Section 5.

The second study examines the hypothesis of whether using MPLS technology with
OSPF and EIGRP would have any impact on the performance of a VoIP network. To test this
hypothesis, a model of a VoIP network was created in which voice streams were exchanged
between individual subscribers. The modeled network was again able to access resources
on the Internet. Again, the modeled network initially operated only with MPLS and EIGRP,
and in the subsequent study, the network operated only with MPLS and OSPF. For the
two networks, a characterization of the exchanged traffic was carried out, as well as
a detailed analysis of the individual voice streams that were exchanged between the
subscribers in the modeled VoIP network. The two-way delay (round-trip delay) in the
modeled networks was measured. Finally, an analysis was carried out by comparing the
results obtained when using only MPLS and EIGRP and when using only MPLS and OSPF.
The results used for benchmarking were obtained via the tools described in Section 5.

The last study tested several hypotheses. The first hypothesis was that power elec-
tronic devices (PEDs) generate very little or no traffic. The second hypothesis was that
connecting PEDs to an already built and working IP network does not lead to a change
in the performance of the IP network. To verify these hypotheses, a characterization of
the traffic generated by a studied power electronic device was performed, as well as a
characterization of the traffic in an IP network before and after its connection to a PED.
Several models of IP networks were created to characterize the traffic. Furthermore, the
security of the data exchange between the PED and the control center was studied, and if
found unsecure, proposals for how to secure the data exchange were put forward. Some of
the tools described in Section 5 were used to test the hypotheses and verify the secure of
the data exchange.

6. Working Models of Experimental IP Networks
6.1. Model of IP Network Connected to the Internet

Figure 1 shows the topology of the modeled IP network. It consisted of six routers
(R1 to R6) and three switches (Switch 1 to Switch 3), to which three virtual machines (VM1
to VM3) were connected, representing the users in the modeled network. Each of them
accessed different resources on the Internet. VM1 accessed only one IP 4K CCTV (closed-
circuit television) camera, VM2 accessed various YouTube channels, and VM3 was only used
to download various files from the Internet. The modeled network showed the ability of
GNS3 to connect to real IP networks; in this case, the modeled network was connected to the
Internet. This was carried out through the Router_Firewall module, which acted as both a
firewall and a border router, providing access to the Internet. The Router_Firewall module
was created using the freeware pfSesne firewall [32]. In this scenario, two variants of the
modeled network were studied. For the first variant, the network operated with EIGRP and
MPLS, and for the second, it operated with OSPF and MPLS. The purpose of the research
was to check if there was any difference when using MPLS technology with OSPF or EIGRP.
To answer this question, a characterization of the traffic [33–37] in the modeled network was
carried out by applying tools and techniques used for the monitoring of IP networks [38–40].

6.1.1. Results When Using EIGRP and MPLS

Figure 2a shows the traffic generated at the output of the modeled network—the
Router_Firewall interface. The sample interval was set to 1 s for greater accuracy. The
results were obtained using Capsa 11 free. As can be seen from the results, the traffic was
uneven (heterogeneous). Figure 2b presents the results for the generated traffic across the
entire measurement period. As can be seen, the traffic continued to be heterogeneous.
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Figure 3 presents which protocols generated the most traffic. The results were obtained
using Capsa 11 free at the Router_Firewall interface. As can be seen from the results, this
was the HTTP (Hypertext Transfer Protocol), because the 4K IP camera was accessed
through a browser. The SSL (Secure Sockets Layer) protocol was used when accessing
YouTube and other Internet pages.
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Figure 4a shows which TCP (Transmission Control Protocol) ports generated the most
traffic. The results were obtained using Capsa 11 free at the Router_Firewall interface.
As can be seen from the results, port 80 generated the most traffic, as the IP camera was
accessed from this port. Next was port 443, which was used by HTTPS (Hypertext Transfer
Protocol Secure) to access Internet pages. Figure 4b shows which UDP (User Datagram
Protocol) ports generated the most traffic. The results were obtained using Capsa 11 free at
the Router_Firewall interface. As can be seen from the results, port 443 generated the most
traffic, as it is used to transfer multimedia files such as videos (which was the case for the
modeled network).
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Figure 5a shows the ratio between broadcast and multicast packets. The sample
interval was set at 1 s for greater accuracy. As can be seen, only multicast packets were
exchanged, which was understandable considering that in the modeled network, the traffic
was mainly videos. Figure 5b presents the same ratio but for the entire study period. As
can be seen from the results, multicast packets dominated. This indicated that the modeled
network was working properly and was not flooded with multiple video streams. Such
results are typical for IP networks that exchange multimedia-type traffic.
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Figure 5. (a) Broadcast and multicast packet ratio by sample interval of 1 s; (b) broadcast and
multicast packet ratio for the whole study period.

Figure 6 shows the variation in the round-trip delay (RTD) between VM1 and the IP
cam during the entire study period. The data were obtained using the Colasoft ping tool.
The X-axis indicates the time, and the Y-axis indicates the delay value. Large delay values
were due to the following actions:
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• Switching between the two operating (transmission) modes of the IP camera—
mainstream (20,000 Mb/s) and substream (2000 Mb/s);

• Deleting and subsequently restoring part of the links between the routers to check the
operation of the EIGRP protocol.
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Figure 6. RTD between VM1 and IP camera for the whole study period when using EIGRP.

The average value of the RTD for the entire study period was 415 ms; this was a rather
large delay value, which should not exceed, according to practice, 100 ms.

Figure 7 presents the results for the instantaneous RTD values between VM1 and the
IP cam. The results were obtained using Solarwinds TracerouteNG; 192.168.10.1 was the
gateway address of VM1, and 192.168.1.4 was the IP address of the IP cam. As can be seen
from the results, the delay for all the routers through which the packet passed was normal,
i.e., below 100 ms. The results presented above were obtained in the normal operation
mode, when no change had been made to the camera operation and the network was
converged. Figure 8 shows the results for when one of the links through which the packets
passed had been deleted, and the packets passed through a new, longer route. As can be
seen, the values of the delay were much higher; this was expected, because the packets
passed through more routers.
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Figure 7. Instantaneous RTD values between VM1 and the IP camera when using EIGRP.
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Figure 8. Instantaneous RTD values between VM1 and the IP camera after link failure when using EIGRP.

Figure 9 presents the mathematical distribution with beta approximation for packet
size. As can be seen from the distribution, several packet sizes stood out and were ex-
changed in the modeled network. These were the packet sizes of 100 bytes, 600 bytes,
1200 bytes, and 1500 bytes. Packets with a size of 1500 bytes were the most common,
because of the traffic generated by the IP camera and the watching of video content from
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YouTube. Packets with sizes of 100 and 600 bytes were service information packets and
were used to maintain the connection between clients and servers.
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Figure 9. Mathematical distribution for packet length.

Figure 10a presents the mathematical distribution with Johnson SB approximation of
the inter-arrival times between the packets for the R1–R2 link, and Figure 10b presents the
mathematical distribution with Johnson SB approximation of the packet arrival times for
the R2–R3 link. This was the link through which the packets flowed between the IP camera
and VM1. As can be seen, the results of the two distributions were almost the same, with
very small differences. These distributions were obtained for the entire study period and
were similar to the round-trip delay results presented in Figure 6. The delay was not stable
but constantly changing, due to the network operation mode (frequent switching between
the camera transmission modes, disabling and enabling part of the links).
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Figure 10. (a) Mathematical distribution of time delay for the R1–R2 link; (b) mathematical distribu-
tion of time delay for the R2–R3 link.

Figure 11a presents the mathematical distribution with Johnson SB approximation
of the arrival times between the packets for the link between R4 and R5. Figure 11b
presents the mathematical distribution with Johnson SB approximation of the arrival times
between the packets for the link between R5 and R6. Figure 12a presents the mathematical
distribution with Johnson SB approximation of the arrival times between the packets for the
link between R6 and R1. These routers comprised the path through which the traffic from
YouTube and the traffic generated by downloading various large files from the Internet
passed. As can be seen, the time delay between the packets differed substantially compared
to the other results—there was a constancy in the time delay best expressed in the link
between R6 and R1, representing a kind of pooling of the traffic generated from VM2 and
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VM3. Figure 12b presents the mathematical distribution with Johnson SB approximation of
the arrival times for the link between R1 and Router_Firewall. In this link, the “unification”
of all the traffic that was exchanged in the modeled network was carried out. Based on the
distribution, it could be argued that the time delay here was almost constant. This was due
to the processes that were observed in the links between R5 and R6 and the link between
R1 and R6.
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Figure 11. (a) Mathematical distribution of time delay for the R4–R5 link; (b) mathematical distribu-
tion of time delay for the R5–R6 link.
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Figure 12. (a) Mathematical distribution of time delay for the R6–R1 link; (b) mathematical distribu-
tion of time delay for the R1–Router_Firewall link.

6.1.2. Results When Using OSPF and MPLS

Figure 13a shows the traffic generated at the output of the modeled network, i.e., the
Router_Firewall interface. The sample interval was set at 1 s. As can be seen from the
results, the traffic was again uneven (heterogeneous). The results were similar to those
presented in Figure 2a. Figure 2b presents the results for the traffic generated across the
entire measurement period. As can be seen, the traffic continued to be heterogeneous. The
results were again similar to those of Figure 2b. From the obtained results, it can be seen that
OSPF had no effect on the amount of traffic generated, which was expected and normal.



Computers 2023, 12, 41 11 of 37

Computers 2023, 12, x FOR PEER REVIEW 11 of 39 
 

  
(a) (b) 

Figure 12. (a) Mathematical distribution of time delay for the R6–R1 link; (b) mathematical distribu-
tion of time delay for the R1–Router_Firewall link. 

6.1.2. Results When Using OSPF and MPLS 
Figure 13a shows the traffic generated at the output of the modeled network, i.e., the 

Router_Firewall interface. The sample interval was set at 1 s. As can be seen from the 
results, the traffic was again uneven (heterogeneous). The results were similar to those 
presented in Figure 2a. Figure 2b presents the results for the traffic generated across the 
entire measurement period. As can be seen, the traffic continued to be heterogeneous. The 
results were again similar to those of Figure 2b. From the obtained results, it can be seen 
that OSPF had no effect on the amount of traffic generated, which was expected and nor-
mal. 

  
(a) (b) 

Figure 13. (a) Total generated traffic when the sample interval was set to 1 s when using OSPF; (b) 
total generated traffic for the whole period of the study when using OSPF. 

Figure 14 shows which protocols generated the most traffic. The HTTP generated the 
most traffic because of the 4K IP camera. The SSL protocol was used when accessing 
YouTube and other Internet pages. 

x
8006004002000

f(x
)

0,1

0,09

0,08

0,07

0,06

0,05

0,04

0,03

0,02

0,01

0

x
8006004002000

f(x
)

0,13

0,12

0,11

0,1

0,09

0,08

0,07

0,06

0,05

0,04

0,03

0,02

0,01

0

Figure 13. (a) Total generated traffic when the sample interval was set to 1 s when using OSPF;
(b) total generated traffic for the whole period of the study when using OSPF.

Figure 14 shows which protocols generated the most traffic. The HTTP generated
the most traffic because of the 4K IP camera. The SSL protocol was used when accessing
YouTube and other Internet pages.
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Figure 14. Top application protocols by bytes when using OSPF.

Figure 15a,b show which TCP or UDP ports generated the most traffic. The results
were again similar to the results presented in Figure 4a,b.
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Figure 15. Top TCP/UDP ports by total traffic when using OSPF: (a) top TCP ports by total traffic;
(b) top UDP ports by total traffic when using OSPF.

Figure 16a shows the distribution between broadcast and multicast packets. Again,
the sample interval was set to 1 s for greater accuracy. The results were similar to those
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displayed in Figure 5a. Figure 16b presents the ratio between broadcast and multicast
packets for the entire study period. Again, multicast packets dominated, as in Figure 5b.
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Figure 17 shows the variation in the RTD between VM1 and the IP camera during
the entire study. As can be seen, the obtained results were similar to those presented in
Figure 6. Again, the large delay values were due to switching between the two operating
modes of the IP camera and deleting and then restoring some of the links between the
routers to check the operation of the OSPF protocol. The average value of the RTD over the
entire study period was 291 ms; this was again a rather large delay value, which should
not exceed, according to practice, 100 ms.
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Figure 17. RTD between VM1 and IP camera for the whole study period when using OSPF.

Figure 18 presents the results for the instantaneous RTD values between VM1 and the
IP cam. The results were similar, like those presented in Figure 7. Again, the results were
obtained under normal operation when no camera mode or network path changes were
carried out (i.e., no router connections were deleted/restored).
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Figure 18. Instantaneous values of the RTD between VM1 and the IP camera when using OSPF.

Figure 19 shows the results captured when some of the links through which the packets
passed in the above case had been deleted, and the packets were passing through a new,
longer route. As can be seen from the results, the values were much higher than those in
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Figure 11. This showed that the use of OSPF led to a deterioration in the delay values. Such
a dependence was also found by the authors of [41].
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Figure 19. Instantaneous values of the RTD between VM1 and the IP camera after link failure and
using OSPF.

Figure 20 presents the mathematical distribution with beta approximation of packet
size. As can be seen, the distribution was almost identical to that shown in Figure 9, with
slight differences, such as a smaller number of packets, which was due to the shorter
observation time compared to the previous study.
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Figure 20. Mathematical distribution of packet length.

Figure 21a presents the mathematical distribution with Johnson SB approximation of the
arrival times between the packets for the link between R1 and R6. The remaining links are not
shown because they were continuously deleted/restored to verify the operation of the OSPF
protocol. As can be seen, the time delay between packets was not constant. For a small slice
of time, there was consistency in the arrival times. The obtained results when using OSPF
were not as poor as when using EIGRP. Figure 21b presents the mathematical distribution
with gamma approximation of the arrival times between packets for the link between R1 and
Router_Firewall. Here, an uneven delay in packet arrival times was again noticeable. The
obtained results were not as poor as those obtained for the network using EIGRP.
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Figure 21. (a) Mathematical distribution of time delay for the link R1–R6; (b) mathematical distribu-
tion of time delay for the link R1–Router_Firewall.
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6.2. Model of a VoIP Network

Figure 22 shows the topology of the modeled VoIP network. It consisted of six routers
(R1 to R6) and five switches (Switch 1 to Switch 5), to which four virtual machines (VM1 to
VM4) were connected, representing the users/subscribers in the modeled VoIP network.
Each of them made phone calls with every single virtual machine, as well as carrying out
conference calls. For the IP phone PBX (Private Branch Exchange) the Asterisk Free PBX
was chosen to be used. Asterisk Free PBX along with Router_Firewall were connected to
the fifth switch (Switch 5). The modeled network exploited the ability of GNS3 to connect
to real IP networks; in this case, the modeled network was connected to the Internet. Each
of the virtual machines could access different resources on the Internet.
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Again, the study was carried out in two parts. In the first part, the modeled IP network
operated with the EIGRP and MPLS protocol. In the second part of the study, the modeled
network operated with the OSPF and MPLS protocol. The purpose of the study was to
verify under which of the two routing protocols the modeled network performed best when
using MPLS technology, as well as to understand whether the routing protocols affected
the performance of the modeled network implementing MPLS technology.

6.2.1. Results When Using EIGRP and MPLS

Figure 23a shows the traffic generated by the Asterisk Free PBX, which was measured
over 1 s. As can be seen, the traffic was constant at around 100 KB/s, because it was only
voice traffic. Figure 23b shows the traffic generated for the entire study period. Pauses
in the traffic were due to moments of interruption/breakdown in already established
telephone connections and the creation of new ones.
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Figure 24 represents which protocol generated the most traffic. The HTTP generated
the most traffic because the Asterisk Free PBX setup was implemented using a browser. In
terms of the amount of traffic, compared to the second protocol (SIP—Session Initiation
Protocol) the HTTP traffic is more, because the home page of the telephone exchange is
animated, and this requires more data to be exchanged, compared to the SIP protocol,
where the exchanged data is much smaller.
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Figure 24. Top application protocols by bytes when EIGRP is used in the VoIP network.

Figure 25a shows which TCP ports generated the most traffic. In this case, it was port
80, due to the accessing, monitoring, and configuring of the Asterisk Free PBX. As can be
seen, there was no traffic over port 5060 (SIP). This was because the SIP in the Asterisk
Free PBX was only exchanged over UDP. The remaining TCP ports were used for service
information exchange. Figure 25b shows which UDP ports generated the most traffic. The
Asterisk Free PBX worked with a large range of RTP ports (10,000–20,000), and everything
outside this range was traffic exchanged with web pages with different content.
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Figure 26 shows a summary of which ports (TCP or UDP) generated the most traffic.
As can be seen from the obtained results, the traffic in the modeled network was mainly
generated by UDP, which was normal for a multimedia-type network that exchanges traffic
in real time.

Figure 27a shows the ratio between broadcast and multicast packets. The sample
interval was set at 1 s for greater accuracy. As can be seen, only multicast packets were
available, which was understandable, considering that in the modeled network the traffic
was mainly multimedia-type real-time traffic. Figure 27b shows the ratio between broadcast
and multicast packets for the entire period of the study. Again, it can be seen that the
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percentage of multicast packets was greater than that of broadcast packets. This indicated
that the modeled network was functioning correctly.
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The following section presents the results related to the performance of the modeled
VoIP network.

Figure 28a presents the summarized results for a voice stream being exchanged be-
tween VM1 and the Asterisk Free PBX (VM1, R3, R2, R1, Asterisk, and vice versa). The
results were obtained using a special function of Wireshark to examine the RTP (Real-Time
Transport Protocol) streams. The main parameters that were monitored here were:

• Packet loss: the results showed that there were no losses in the forward and
reverse directions.

• Information about the total number of RTP packets for each of the streams.
• Information about the duration of the call—922 s.
• Sampling frequency (8000 Hz; as can be seen, there was no deviation from this fre-

quency for both directions), as well as the deviation from the clock frequency.
• Information on the delay between the packets, following the delta and skew values: delta

indicates the time difference between the receipt of the previous packet from the stream
and the packet that has just been received. Skew indicates how long the current packet
is ahead of or behind the entire call, relative to the nominal speed of the packet. In the
presented case, it was noticed that the packet lagged behind the whole conversation.

• Values of the max and mean jitter.

As can be seen from the results, the values of the jitter in both directions, from VM1
to the Asterisk and vice versa, were well below the limit of 30 ms [42,43]. The packet
loss rate should be below 1% [42,43]. From the obtained results, it can be seen that in the
modeled network, the values of these parameters were normal, and the model functioned
normally. Figure 28b shows the variation in the jitter during the entire call for the voice
stream studied in Figure 28a. As can be seen from the graph, the jitter only exceeded the
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instantaneous value of 30 ms a few times (three times), and only in the forward direction
(VM1 to Asterisk). In the opposite direction, its values were below 20 ms.
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Figure 29a shows the summarized results for the voice stream studied in Figure 28a,
but examined at the Asterisk input/output. As can be seen, there was no particular change
in the values of the parameters for the flow in the forward direction (VM1 to Asterisk).
There was a slight increase in the average jitter value, which was normal; however, the
packets from the voice stream passed through more routers before reaching the Asterisk.
For the reverse flow (Asterisk to VM1), the values of the parameters were much better than
those in Figure 28a, because this was where the reverse voice flow started. Figure 29b shows
the variation in the jitter during the entire call for the voice stream studied in Figure 29a.
For the voice stream in the forward direction (VM1 to Asterisk), the results were almost the
same as those shown in the graph in Figure 28b. For the jitter values in the reverse direction
(Asterisk to VM1), the results were much better than those presented in Figure 28b, because
this was where the reverse voice stream started.
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Figure 30 shows the variation in the RTD between VM1 and the Asterisk over the entire
measurement period. As can be seen from the graph, the delay was almost constant and
far from the allowable value of 300 ms for both directions (150 ms ineach direction) [42,43].
This graph further shows that the modeled network functioned normally.
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Figure 30. RTD between VM1 and Asterisk for the whole study period when using EIGRP.

Figure 31 presents the results for the instantaneous RTD values between VM1 and the
Asterisk. The results were obtained using Solarwinds TracerouteNG; 192.168.10.1 was the
gateway address of VM1, and 192.168.100.18 was the IP address of the Asterisk. As can be
seen from the results, the delay across all the routers through which the packets passed
was normal, well below 150 ms in this direction. These results confirmed the results of
Figure 30.
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Figure 31. Instantaneous values of the RTD betweenVM1 and the Asterisk when using EIGRP.

Figure 32 presents the summarized results for a voice stream that was exchanged
between VM2 and the Asterisk. The special characteristic of this flow was that it branched—
the traffic in the forward direction (VM2 to Asterisk) passed through VM2, R4, R3, R2,
R1, and the Asterisk; in the reverse direction, it passed through the Asterisk, R1, R6, R5,
R4, and VM2. Therefore, there was also a difference in the results. As can be seen from
Figure 32, the parameters of this voice stream were even better than those for the voice
stream presented in Figure 29a.
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Figure 32. Summarized results for the VM2–Asterisk voice stream when using EIGRP.

Figure 33a shows the variation in the jitter over the entire call period for the VM2 to
Asterisk direction. Figure 33b shows the jitter variation over the entire call period for the
reverse direction (Asterisk to VM2). As can be seen from the two graphs, the jitter values
were within the allowed limits, and the spikes that were observed in the voice stream
between VM1 and the Asterisk were not noticeable.
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Figure 33. (a) Instantaneous values of the jitter in the forward direction; (b) instantaneous values of
the jitter in the forward and reverse directions.

Figure 34a shows the summarized results for the voice stream studied in Figure 32,
but examined at the Asterisk input/output. As can be seen, there was no particular change
in the values of the monitored parameters for the studied voice stream. The dependencies
described for the voice stream between the Asterisk and VM1 also applied to this voice
stream. Figure 34b shows the variation in the jitter during the entire call for the voice stream
studied in Figure 34a. The obtained graphical results were better than those obtained for
the Asterisk to VM1 voice stream presented in Figure 29b.
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Figure 34. (a) Summarized results for the Asterisk to VM2 voice stream when using EIGRP;
(b) instantaneous values of the jitter in forward and reverse directions when using EIGRP.

Figure 35 shows the variation in RTD between VM2 and the Asterisk over the entire
measurement period. As can be seen from the graph, the delay was almost constant and
substantially different from the allowable value of 300 ms for delay in both directions
(150 ms in this direction). In contrast to the results of Figure 30, here the instantaneous
values hovered around 120–130 ms.

Figure 36 presents the results for the instantaneous RTD values between VM2 and
the Asterisk; 192.168.20.1 was the gateway address of VM2, and 192.168.100.18 was the
IP address of the Asterisk. As can be seen from the results, the average value of the delay
across all the routers through which the packets passed was normal, being below 150 ms in
this direction. These results confirmed the results of Figure 35.

Figure 37a presents the summarized results for a voice stream that was exchanged
between VM3 and the Asterisk (VM3, R5, R6, R1, Asterisk, and vice versa). The values of
the parameters were again below the maximum allowable values and were much better
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than those obtained up to this point. Figure 37b shows the variation in the jitter during the
entire call for the studied voice stream. The values were again within the norm.
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Figure 35. RTD between VM2 and Asterisk for the whole study period when using EIGRP.
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Figure 36. Instantaneous values of the RTD betweenVM2 and the Asterisk when using EIGRP.
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Figure 37. (a) Summarized results for the VM3 to Asterisk voice stream when using EIGRP;
(b) instantaneous values of the jitter in forward and reverse directions when using EIGRP.

Figure 38a shows the summarized results for the voice stream studied in Figure 37a,
but examined at the Asterisk input/output. Figure 38b presents graphically the variation in
the jitter for the entire duration of the call. As can be seen from both figures, there was no
particular change in the values of the parameters for the two flows—the values were normal.

Figure 39 shows the variation in RTD between VM3 and the Asterisk over the entire
measurement period. As can be seen from the graph, the delay was almost constant and
substantially different from the allowable value of 300 ms for delay in both directions.

Figure 40 presents the results for the instantaneous RTD values between VM1 and
the Asterisk; 192.168.30.1 was the gateway address of VM3, and 192.168.100.18 was the
IP address of the Asterisk. As can be seen from the results, the average value of the delay
across all routers through which the packets passed did not exceed the limit of 150 ms.

Figure 41a presents the summarized results for the voice stream that was exchanged
between VM4 and the Asterisk (VM4, R6, R1, Asterisk, and vice versa). Again, the values of
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the monitored parameters were below the allowable limits. Figure 41b shows the variation
in the jitter during the call for the studied voice stream. Again, the values were normal.
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Figure 38. (a) Summarized results for the Asterisk to VM3 voice stream when using EIGRP;
(b) instantaneous values of the jitter in forward and reverse directions when using EIGRP.
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Figure 39. RTD between VM3 and Asterisk for the whole study period when using EIGRP.
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Figure 40. Instantaneous values of the RTD betweenVM3 and the Asterisk when using EIGRP.
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Figure 42a shows the summarized results for the voice stream studied in Figure 41a,
but viewed at the Asterisk. Figure 42b presents the variation in the jitter across the entire
call. As can be seen, there was no particular change in the values of the parameters for the
two flows.
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Figure 42. (a) Summarized results for the Asterisk to VM4 voice stream when using EIGRP;
(b) instantaneous values of the jitter in forward and reverse directions when using EIGRP.

Figure 43 shows the variation in the RTD between VM4 and the Asterisk over the entire
measurement period. The results were similar to those obtained so far. Figure 44 presents
the results for the instantaneous RTD values between VM4 and the Asterisk; 192.168.40.1
was the gateway address of VM4, and 192.168.100.18 was the IP address of the Asterisk. As
can be seen from the results, the values were normal.
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Figure 43. RTD betweenVM4 and the Asterisk for the whole study period when using EIGRP.
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Figure 44. Instantaneous values of the RTD betweenVM4 and the Asterisk when using EIGRP.

6.2.2. Results When Using OSPF and MPLS

The results for the amount of generated traffic, the protocols and TCP/UDP ports that
generated the most traffic, and the distribution between multicast and broadcast packets
when using OSPF are not shown in this section, because they were almost the same as the
results for the model using EIGRP and did not present any different or new information
relevant to this study.



Computers 2023, 12, 41 23 of 37

Figure 45a presents the summarized results for a voice stream that was exchanged
between VM1 and the Asterisk (VM1, R3, R2, R1, Asterisk, and vice versa). As can be seen,
there was a difference compared to the results for the voice stream when using EIGRP.
An improvement was seen in the delta values as well as the maximum and average jitter
values. Figure 45b shows the jitter variation over the entire call period. Except for a few
peaks, the jitter value was within the allowed limits.
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Figure 45. (a) Summarized results for the VM1 to Asterisk voice stream when using OSPF;
(b) instantaneous values of the jitter in forward and reverse directions when using OSPF.

Figure 46a shows the summarized results for the voice stream studied in Figure 45a,
but in the Asterisk to VM1 direction (at the Asterisk input/output interface). Again, there
were slight improvements in the values compared to those of the voice traffic when using
EIGRP. Figure 46b shows the jitter variation over the entire call period. Again, the values
were within the norm, especially the values for the forward flow, which originated from
the Asterisk.
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Figure 46. (a) Summarized results for the VM1 to Asterisk voice stream when using OSPF;
(b) instantaneous values of the jitter in forward and reverse directions when using OSPF.

Figure 47 shows the variation in the RTD between VM1 and the Asterisk over the
entire measurement period. The results showed that the delay was constant, presenting
almost the same values as the studied voice flow between VM1 and the Asterisk when
using EIGRP.

Figure 48 presents the results for the instantaneous RTD values between VM1 and the
Asterisk. As can be seen, the results were almost identical to those obtained when using
EIGRP.
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Figure 49 shows the summarized results for a voice stream that was exchanged between
VM2 and the Asterisk (VM2, R4, R5, R6, R1, Asterisk). The reverse voice flow again followed
another path, just as when using EIGRP (Asterisk, R1, R2, R3, R4, VM2). Here, the parameter
values were higher than those for the studied voice flow when using EIGRP.
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Figure 51a shows the summarized results for the voice stream exchanged between
the Asterisk and VM2, originating from the Asterisk. The values of the parameters in
the reverse direction were higher than the values for the voice flow observed when using
EIGRP. Figure 51b shows the jitter variation over the entire call period for the voice stream
presented in Figure 49. The results were similar to those of Figure 50a,b.
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Figure 52 presents the results for the instantaneous RTD values between VM2 and
the Asterisk. As can be seen, the results were identical to those obtained when using the
EIGRP. The Solarwinds TracerouteNG results for the RTD (Figure 53) were slightly worse
than when using EIGRP.
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Figure 54a presents the summarized results for a voice stream between VM3 and the
Asterisk (VM3, R5, R6, R1, Asterisk, and vice versa). In terms of the average jitter, the
results were close to those of the examined voice stream using the EIGRP. The delta values
were higher, but these were momentary peaks. Figure 54b shows the jitter variation over
the entire call period for the voice stream presented in Figure 54a. The results were again
identical to those for the voice stream studied using EIGRP.
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Figure 54. (a) Summarized results for the VM3 to Asterisk voice stream when using OSPF;
(b) instantaneous values of the jitter in forward and reverse directions when using OSPF.

Figure 55a presents the summarized results for the voice stream examined in
Figure 54a, but starting from the Asterisk. Figure 55b shows the jitter variation over
the entire call period for the voice stream of Figure 55a. The results were close to those
obtained in the voice stream study when using EIGRP for the same path from the Asterisk
to VM3.
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Figure 55. (a) Summarized results for the Asterisk to VM3 voice stream when using OSPF;
(b) instantaneous values of the jitter in forward and reverse directions when using OSPF.

Figure 56 presents the variation in RTD between VM3 and the Asterisk over the entire
study period. The results were again similar to those obtained using EIGRP. The results for
the instantaneous round-trip delay values between VM3 and the Asterisk (Figure 57) were
also close to those obtained using EIGRP.
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Figure 58a presents the summarized results for a voice stream that was exchanged
between VM4 and the Asterisk (VM4, R6, R1, Asterisk, and vice versa). No major deviations
in the values were noticed, and everything was again within the norm. Figure 58b plots
the variation in the jitter in both directions over the entire duration of the call for the voice
stream studied in Figure 58a. Again, the values were within the normal range.
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Figure 58. (a) Summarized results for the VM4 to Asterisk voice stream when using OSPF;
(b) instantaneous values of the jitter in forward and reverse directions when using OSPF.

Figure 59a shows the summarized data for the studied voice stream of Figure 58a, but
starting from the Asterisk. Again, the values of the monitored parameters were normal.
Figure 59b graphically represents the jitter variation over the entire call period for the voice
stream of Figure 59a. Again, the jitter variation was within acceptable limits.
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Figure 60 shows the instantaneous values of the RTD. The values were again normal,
but slightly better than the values obtained in the study using EIGRP.

Figure 61 graphically presents the variation in the RTD for the entire studied period.
The results were identical to those for the study using EIGRP.
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6.3. Using the IP Network Modeling Platforms to Study Power Electronic Devices

The platforms for modeling IP networks can also be used in the study of power elec-
tronic devices (PEDs) [44,45] to characterize the communication traffic that they generate.
Why use IP network modeling platforms in PED research? The need mainly arises from
the impossibility of creating experimental, physical networks due to the lack of network
devices such as switches and/or routers. Their absence may be due to, for example, a lack of
financial opportunities to purchase such network equipment. Using IP network modeling
platforms solves this problem. In the present work, GNS3 was applied to characterize the
communication traffic generated by PEDs.

Such studies are necessary to facilitate the design/choice of the most suitable commu-
nication network to which the studied PED can be connected—whether it be an existing IP
network or the data network of a mobile operator, or whether studying if connecting a PED
affects the performance of an already established IP network. All this can only be found
out if a thorough characterization of the communication traffic generated by the PED is
carried out.

Figure 62 presents the topology of the modeled IP network that was used to charac-
terize the communication traffic. The studied PED was a Power Distribution Unit (PDU).
This power device is used by telecommunications operators to remotely control the power
supply of various telecommunications devices and modules (switches, routers, etc.). To
characterize the generated communication traffic, the tools mentioned above were used
again: Capsa 11 free, Wireshark, and mathematical distributions by packet size. The distri-
butions of arrival times between packets were not used, because when characterizing the
communication traffic from one PED, it was the only device in the experimental network;
thus, the information from such a distribution was redundant and did not provide any
significant data that would be useful for this study.

Figure 63a presents the generated traffic from the studied PDU for a sample interval
of 1 s (to achieve maximum accuracy). The graph shows that the generated traffic was
minimal and at times non-existent. When the device was not accessible, no traffic was
generated. Figure 63b presents the traffic generated by the studied PDU for the entire study
period. For the studied period, it can be seen that there was not much traffic, and there was
even a period where no traffic was generated.

Figure 64 presents the results for the protocols generating the most traffic in the
network. The HTTP generated the most traffic, because the examined PDU was only
accessible through a browser.
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Figure 65 presents information on the ports (TCP or UDP) from which the most traffic
was generated. From the graph, it can be seen that the most traffic was generated from
TCP port 80, which was normal; however, the studied PDU was only accessible through a
browser. The remaining TCP ports were used to maintain the session between the PDU
and the VM1 workstation.

When characterizing the communication traffic from the PED, it was desirable to verify
whether the data exchange between the PED and the control station (VM1) was secure. This
could be accomplished using Wireshark. Figure 66 demonstrates the results of this check.
As can be seen, the device access information, such as username “admin” and password
“password”, was exchanged in plane text.



Computers 2023, 12, 41 30 of 37

Computers 2023, 12, x FOR PEER REVIEW 31 of 39 
 

Figure 63a presents the generated traffic from the studied PDU for a sample interval 
of 1 s (to achieve maximum accuracy). The graph shows that the generated traffic was 
minimal and at times non-existent. When the device was not accessible, no traffic was 
generated. Figure 63b presents the traffic generated by the studied PDU for the entire 
study period. For the studied period, it can be seen that there was not much traffic, and 
there was even a period where no traffic was generated. 

  
(a) (b) 

Figure 63. Total generated traffic from the studied PDU: (a) total generated traffic for sample inter-
val of 1 s; (b) total generated traffic for the whole period of the study. 

Figure 64 presents the results for the protocols generating the most traffic in the net-
work. The HTTP generated the most traffic, because the examined PDU was only accessi-
ble through a browser. 

 
Figure 64. Top application protocols by bytes for the studied PDU. 

Figure 65 presents information on the ports (TCP or UDP) from which the most traffic 
was generated. From the graph, it can be seen that the most traffic was generated from 
TCP port 80, which was normal; however, the studied PDU was only accessible through 
a browser. The remaining TCP ports were used to maintain the session between the PDU 
and the VM1 workstation. 

 
Figure 65. Top ports by total traffic for the studied PDU. Figure 65. Top ports by total traffic for the studied PDU.

Computers 2023, 12, x FOR PEER REVIEW 32 of 39 
 

When characterizing the communication traffic from the PED, it was desirable to ver-
ify whether the data exchange between the PED and the control station (VM1) was secure. 
This could be accomplished using Wireshark. Figure 66 demonstrates the results of this 
check. As can be seen, the device access information, such as username “admin” and pass-
word “password”, was exchanged in plane text. 

 
Figure 66. Test for secure data exchange for the studied PDU. 

Figure 67 presents the mathematical distribution by packet size with Cauchy approx-
imation. From the distribution, it is clear that the packets with sizes of 100 bytes and 600 
bytes were the most common. These were basic service packets to maintain the session 
between the workstation and the PDU. Packets with sizes of 1500 bytes and 1200 bytes 
were used to transmit statistical data and the graphical layout of the Internet page through 
which the PDU management took place. 

 
Figure 67. Mathematical distribution for packet size. 

Through the IP network modeling platforms, various methods and techniques can 
be tested to improve the performance of the modeled network. For the studied topology 
shown in Figure 62, various techniques could be applied to improve and ensure secure 
data exchange between the studied PDU and the monitoring and control station (VM1). 
Figure 68 presents the topology of a modeled network through which VPN technology 
was used to implement secure data exchange. The tunnel was created between R1 and R5. 
The IPSec protocol was used. Additionally, the modeled network was provided with ac-
cess to the Internet using pfSense and the ability of GNS3 to connect modeled IP networks 

x
150014001300120011001000900800700600500400300200100

f(x
)

0,44

0,4

0,36

0,32

0,28

0,24

0,2

0,16

0,12

0,08

0,04

0

Figure 66. Test for secure data exchange for the studied PDU.

Figure 67 presents the mathematical distribution by packet size with Cauchy approx-
imation. From the distribution, it is clear that the packets with sizes of 100 bytes and
600 bytes were the most common. These were basic service packets to maintain the session
between the workstation and the PDU. Packets with sizes of 1500 bytes and 1200 bytes
were used to transmit statistical data and the graphical layout of the Internet page through
which the PDU management took place.
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Through the IP network modeling platforms, various methods and techniques can
be tested to improve the performance of the modeled network. For the studied topology
shown in Figure 62, various techniques could be applied to improve and ensure secure
data exchange between the studied PDU and the monitoring and control station (VM1).
Figure 68 presents the topology of a modeled network through which VPN technology was
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used to implement secure data exchange. The tunnel was created between R1 and R5. The
IPSec protocol was used. Additionally, the modeled network was provided with access
to the Internet using pfSense and the ability of GNS3 to connect modeled IP networks to
real IP networks. VM1 exchanged traffic, both with the studied PDU and to access various
resources on the Internet.
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Figure 69 shows the Wireshark results verifying that the tunnel was functional while
also exchanging traffic with other devices somewhere in the world. The data exchange
between the VM1 and the PDU was secure. Other methods for secure data exchange are
discussed in [46,47].
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Finally, with the help of IP network modeling platforms, different hypotheses can be
verified. The research presented herein tested the hypothesis “will there be any changes in
the performance of an IP network when a PED is connected to a working IP network?”.
For this purpose, the studied PDU was added to the topology of Figure 1.

Figure 70 presents the generated traffic for the entire study period. Compared to the
results shown in Figure 2b, when the PDU was not connected to the network, the traffic
was still heterogeneous. No significant differences were noticeable.
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Figure 70. Total traffic by bytes for the whole study period when the PDU is connected to an already
working network.

Figure 71 shows which protocols generated the most traffic. The difference in Figure 3
arose from the fact that in this study, the IP camera was not accessed as often; instead, dif-
ferent resources on the Internet, such as different YouTube channels, were mainly accessed.
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Figure 71. Top application protocols by bytes when the PDU is connected to an already working network.

Figure 72 presents the mathematical distribution with beta approximation of packet
size. The distribution appeared almost the same as the results presented in Figure 9, with
slight differences, such as an increase in packets up to 100 bytes in size, as well as packets
up to 1300 bytes in size. This was due to the addition of the investigated PDU.
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Figure 72. Mathematical distribution for packet size when the PDU is connected to an already
working network.
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7. Discussion
7.1. Results and Discussion for Section 6.1

In Section 6.1, a working model of an IP network was created that was connected to
a real network (the Internet) and exchanged traffic with various devices on the Internet.
Dynamic protocols performed their tasks and were constantly ready to activate the backup
routes from the routing tables when necessary—for example, when some of the existing
links between the routers failed. This was carried out and can be seen in the results for
the instantaneous RTD values, with the packets passing through one path for some results
and another path for other results. The purpose of the developed IP network model was
to verify whether the use of different dynamic routing protocols had any impact on the
performance of MPLS technology.

The traffic characterization performed for the two operating modes of the modeled
network (using EIGRP or OSPF) showed identical results. In both versions of the network,
the traffic was heterogeneous, which was normal for multimedia-type networks (both
versions of the model were multimedia-type networks). This was also confirmed by the
results for the distribution between broadcast and multicast packets—multicast packets
were much more common and dominated compared to broadcast packets. The results of
the mathematical distributions for packet size for both networks were identical.

Regarding the time delay in the two versions of the investigated topology, no signifi-
cant differences were noticeable. In the network using EIGRP, slightly better instantaneous
values of time delay were observed. This could be seen in the Solarwinds TracerouteNG
results. Due to these smaller values, the difference in the mathematical distributions of
the packet arrival times was also obtained, and improvements were noticeable compared
to the same results obtained for the network using OSPF. It is important to note that in
both versions of the studied network, the settings of the dynamic routing protocols were
based on the default. No QoS (Quality of Service) was set. Therefore, using EIGRP always
showed slight improvements over using OSPF for the same network.

In summary, the following can be stated: based on the results obtained by studying
the two versions of the modeled network, no significant differences in the performance of
the network were noticed when using MPLS with EIGRP or OSPF.

7.2. Results and Discussion for Section 6.2

In Section 6.2, a working model of a VoIP network was created in which voice streams
were exchanged (telephone calls were made between subscribers). Additionally, the mod-
eled VoIP network was connected to a real network (the Internet), and virtual workstations
could access various resources (open Internet pages). In both versions of the studied
network, the settings of the dynamic routing protocols were based on the default. No
QoS was set. The purpose of the developed IP network model was to verify whether the
use of different dynamic routing protocols had any impact on the performance of MPLS
technology when using the technology in a VoIP network.

During the traffic characterization, for both versions of the studied model network,
it was confirmed that the model functioned correctly as a network in which multimedia
traffic was exchanged. The generated traffic was homogeneous and constant, which was
typical of a VoIP network where mainly voice traffic was exchanged, as was the case for the
studied model network. When using EIGRP and OSPF, there was almost no difference in
the results for generated traffic, generated traffic per port, and other parameters.

In the performance study, again, there was not much difference in the performance
of the modeled network when using EIGRP or OSPF. With both protocols, the time delay
in all studied links was constant and presented almost the same values. The average and
maximum jitter values were almost the same and within acceptable limits (below 30 ms)
for the average jitter value. The instantaneous RTD values were also within the permissible
values (below 150 ms in one direction).

In summary, it can be argued that when using EIGRP and OSPF, there was almost no
difference in network performance when applying MPLS technology.
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7.3. Results and Discussion for the Results from Section 6.3

Section 6.3 discussed the capabilities of the IP network modeling platforms for PED
research. The characterization of the communication traffic generated by the PED study
proved the hypothesis that PEDs do not generate much traffic. This was confirmed by
the obtained results, and it could even be seen that there were times when no traffic was
generated at all. From the mathematical distribution, it could be seen that for the PED
study, the largest percentage of all packets were those with sizes of 100 bytes and 600
bytes. The security of the exchanged information was seen to be lacking. Important
information such as usernames, passwords, and control commands were transmitted in
plain text. This was unacceptable, because in today’s world, any device connected to the
Internet can be the subject of an attack. Transmitted in this way, important information can
very easily be intercepted. As a result, the device could be compromised and misused—
instead of the communication or other equipment powered by the PDU being controlled
by the right people, it can be remotely controlled by other people; thus, the equipment
is compromised and cannot be used as intended. Solutions to this problem are achieved
via the use of various technologies and methods for secure data exchange. This article
proposed the use of VPN technology. A tunnel was created in the modeled network through
which information was exchanged between the PDU and VM1 (control center). Thus, no
one could “connect” and manipulate the information exchanged.

Regarding the hypothesis that connecting a PED to an already operational IP network
would result in changes in the performance of the IP network, such concerns proved to be
unnecessary. The connection of the PED to an already built and functioning IP network did
not lead to any changes in its performance. This was proven by the presented results.

In summary, it can be argued that the use of IP network modeling platforms is very
suitable for the study of PEDs.

8. Conclusions

Working models of IP networks used for various purposes were created.
The use of GNS3 for the modeling of IP networks was proposed. Its main advantages

were presented. A set of tools for monitoring and analyzing the processes in the modeled
IP networks was proposed.

From the obtained results, it could be seen that the use of EIGRP or OSPF did not lead
to any changes in the functioning of the MPLS technology. This was true for both studied
IP network models.

IP network modeling platforms are suitable and convenient for characterizing com-
munication traffic from power electronic devices.

Thanks to the use of platforms for modeling IP networks, one of the main problems for
every educational institution can be solved—the lack of financial means for the purchase of
expensive network equipment. By using these platforms, IP networks can be created from
network devices running operating systems on real network devices. Thus, the models are
as close as possible to real such networks.

With IP network modeling platforms, IP networks can be created with different
numbers of network devices. Creating a physical experimental network composed of
several to tens of network devices is difficult to implement. There are no such restrictions
in IP network modeling platforms. Limitations on the number of the modeled devices are
due to the computing capabilities of the workstation that is used to model IP networks.

Various scenarios can be created through these platforms that are necessary for the
study of a given IP network or communication technology.

Last but not least, the platforms are convenient for conducting distance learning.
Of course, the proposed platforms also have disadvantages. The main disadvantage

is the need for powerful computing capabilities for the workstations that will be used to
model the IP networks. This means that it is necessary to invest some money in assembling
a powerful enough workstation that can be used to model the IP networks. These financial
costs will be much lower than the financial costs required to purchase the network equipment.
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