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Abstract

:

In big data analysis, various zero-inflated problems are occurring. In particular, the problem of inflated zeros has a great influence on text big data analysis. In general, the preprocessed data from text documents are a matrix consisting of the documents and terms for row and column, respectively. Each element of this matrix is an occurred frequency of term in a document. Most elements of the matrix are zeros, because the number of columns is much larger than the rows. This problem is a cause of decreasing model performance in text data analysis. To overcome this problem, we propose a method of zero-inflated text data analysis using generative adversarial networks (GAN) and statistical modeling. In this paper, we solve the zero-inflated problem using synthetic data generated from the original data with zero inflation. The main finding of our study is how to change zero values to the very small numeric values with random noise through the GAN. The generator and discriminator of the GAN learned the zero-inflated text data together and built a model that generates synthetic data that can replace the zero-inflated data. We conducted experiments and showed the results, using real and simulation data sets to verify the improved performance of our proposed method. In our experiments, we used five quantitative measures, prediction sum of squares, R-squared, log-likelihood, Akaike information criterion and Bayesian information criterion to evaluate the model’s performance between original and synthetic data sets. We found that all performances of our proposed method are better than the traditional methods.
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1. Introduction


In big data analysis, the major task is based on text and image data [1,2]. Most machine learning researches with generative modeling have been focused on image data. However, there is not much research on generative models for continuous data analysis. In general, the preprocessed text data from documents are numerical data. So, we need to study the generative models for continuous data analysis. In this paper, we focus on developing the generative model for text data analysis. In the text data analysis, we have to preprocess the text documents using text mining techniques [3]. The text documents are transformed into a document–keyword matrix as structured data for statistical analysis [4]. The matrix consists of documents and keywords for its column and row, and the matrix element represents the frequency value of the keywords occurring in the document. Most of the elements are zero values because the number of keywords is much larger than the number of documents [3,4]. This is the zero-inflated sparsity problem that arises in text data analysis [4]. This causes deterioration in the performance of text data analysis [4]. So, we have to overcome the zero-inflated problem for improving the performance of statistical models.



Most of the previous research on zero-inflated data analysis was focused on the development of a new analytical method for zero-inflated data itself; but they have analytical limitations. This is because the data still have the zero-inflated problem. Unlike the previous studies, we do not develop new analysis methods to analyze the zero-inflated data itself. The goal of our research is to solve the zero-inflated problem by using the generative model to learn the zero-inflated data, generate synthetic data that describes the original data well, and analyze it. In this paper, we use the generative adversarial network (GAN) as a generative model to generate synthetic data from original data. So far, the GAN has been mainly used as a generative model for image data, but we use the GAN to study how to generate synthetic data for numerical data containing many zeros.



In the next section, we illustrate the zero-inflated data analysis. The proposed method is shown in Section 3. Also, our experimental results are in Section 4. In this section, we also discuss some theoretical and practical issues related to our proposed method and experimental results. In Section 5, we discuss our research findings and contribution to related works. The conclusions of our research and possible future works are described in the Section 6.




2. Zero-Inflated Data Analysis


Until now, various studies to settle the zero-inflated problem have been performed in diverse fields such as statistics and machine learning [5,6,7,8]. Park and Jun (2023) used the compound Poisson model to solve the zero-inflated problem in patent data analysis [4]. They separated the given data into zero and non-zero parts and applied the compound Poisson and gamma distributions. They showed a better performance than the traditional models such as the generalized linear model and zero-inflated Poisson model. Lu et al. (2014) and Neelon and Chung (2017) considered Bayesian inference to analyze the zero-inflated count data [5,6]. Using the data augmentation by Markov chain Monte Carlo (MCMC), Lu et al. (2014) applied the Bayesian architecture of prior, likelihood, and posterior to the zero-inflated Poisson model [5]. Neelon and Chung (2017) developed a Bayesian latent factor zero-inflated Poisson model for the analysis of zero-inflated count data [6]. They also used the MCMC data augmentation for Bayesian inference. In statistics, many methods related to zero inflation were provided [7,9,10,11]. Hilbe (2014) introduced zero-inflated Poisson (ZIP) and zero-inflated negative binomial (ZINB) to deal with the sparsity of zero inflation [9,10]. In machine learning, Sidumo et al. (2023) used random forest, support vector machine, K-nearest neighbor, and the artificial neural network for zero-inflated data analysis [7].



Zero-inflated data refers to data in which too many zero values are included in the given data. In general, the zero excess problem is a major cause of deteriorating model performance. In the meantime, many methods have been studied to solve this problem [9,10,11]. A basic approach to zero-inflated data analysis is to separate the given data into the zero part and the non-zero part as follows [9,11]:


  P   X = x   =      π +   1 − π   P ( X = 0 )       1 − π   P ( X > 0 )       



(1)







This model is defined by two parts, P(X = 0) and P(X > 0). P(X < 0) is not considered because all X values are greater than or equal to zero. In Equation (1), P(x) is a probability density function and   π   is the proportion of zeros in the given data or preprocessed data. Using this equation, we can reduce the influence of zero in the entire data by reducing P(x) when   π   increases. According to the type of probability distribution applied to P(x), we can build various zero-inflated models. For example, a model with Poisson distribution is ZIP, and a model with negative binomial distribution is ZINB. In the ZINB regression, we assume two approaches to data generation [8]. The zero values are followed by Bernoulli distribution with a success probability   π  , and the non-negative values are dependent on negative binomial distribution with the success probability     1 − π     and mean   λ  . Success means that the zero value is observed. The zero values can be generated by both approaches. So, we estimate the probability of zero by combining the probabilities of two approaches. First, the X is zero with probability   π  . Also, the X is x with probability     1 − π     and is distributed as negative binomial with   λ   and r, where r is over dispersion parameter. Therefore, the distribution of ZINB for zero value is defined as Equation (2) [8,10].


   P   X = 0   = π + ( 1 − π )     1 + r λ     −   1   r       ,   x = 0   



(2)







The parameters of this distribution are   λ   (mean) and r (over dispersion parameter). Equation (2) is the zero part of Equation (1) using ZINB. Next, we show the non-zero part of Equation (1) using the ZINB model in Equation (3) [8].


   P   X = x   = ( 1 − π )   Γ   x +   1   r         r λ     x     Γ ( x + 1 ) Γ     1   r         1 + r λ     x +   1   r         ,   x = 1,2 , …   



(3)







We can predict the count values for the count component using this equation. Using Equations (2) and (3), we can analyze the zero-inflated data. In addition, like the process of ZINB, we perform the zero-inflated data analysis using ZIP.




3. Proposed Method


In this paper, we propose a new method to solve the sparsity problem in text data analysis. The sparsity problem occurs because the proportion of zeros included in the preprocessed text document data is too large. This problem causes performance degradation in the results of statistical data analysis. Using the synthetic data generation from the original data, we try to overcome the zero-inflated problem in the preprocessed text data. We call the preprocessed data original data. There are many generative models to generate the synthetic data [12,13,14,15,16,17,18,19,20,21,22]. Among them, we use the GAN, because this model has a discriminator as well as a generator for the sparse data with zero inflation. Figure 1 shows the entire procedure for the proposed method.



In Figure 1, the text documents are based on various data sources such as the Internet, social network services, sensor data, relational databases, and patents. The text data are preprocessed to form structured data such as the document–keyword matrix using text mining techniques. The preprocessing is carried out using the following process.



	
(Step 1) Collecting patent documents.



	
(Step 2) Patent text data import and export.



	
(2-1) Corpus: collection of patent documents.



	
(2-2) Transformation: stemming, stop-word removal, etc.



	
(Step 3) Create document–keyword matrix.






Figure 2 shows the document–keyword matrix preprocessed from the patent documents related to the extended reality technology.



The matrix consists of documents and keywords for its row and column, respectively. Its element represents the frequency of keywords occurring in the document. In general, a significant amount of data have a frequency value of zero. This is because the number of keywords is much larger than the number of documents in the document–keyword matrix. Therefore, the matrix has a very sparse data structure with zero inflation. The statistical analysis results of this matrix data are not good because of the zero-inflation problem. So, we propose a method generating synthetic data from the original data (document–keyword matrix) using a generative model based on the GAN. The GAN is composed of two networks, generator and discriminator. The generator carries out the generation of synthetic data and creates a new document–keyword matrix from the probability distribution estimated by original data, the preprocessed document–keyword matrix. The discriminator also determines how similar the synthetic data generated from the generator are to the original data. Based on the cost function, the generator and discriminator continue competing until a predetermined quality of synthetic data is reached. The data generated from the GAN model, finally built through repeated learning and updating, resolves the sparsity problem of zero excess. Finally, statistical analysis is performed using this data. Figure 3 represents the synthetic data generated from the original data by the GAN.



In Figure 3, we can see that the zero-inflated problem in the document–keyword matrix has been solved. Next, we describe the proposed method step by step in detail. First, we show our generative model based on the GAN for synthetic data generation from the original document–keyword matrix. The document–keyword matrix is represented in the following data.


      X   i 1   ,     X   i 2   ,   … ,     X   i p     ,       i = 1 ,   2 ,   … ,   n  



(4)







In Equation (4), p and n are the numbers of keywords and documents, respectively. Also,     X   i j     is the frequency value of the jth keyword occurring in the ith document. Each X is a column vector. For learning the generative model, we select a keyword and use it as the target variable in the GAN model. Also, the target variable is used for the response variable in our statistical model. So, the data of Equation (4) is changed to the following data architecture.


      Y   i   ,     X   i 1   ,     X   i 2   ,   … ,     X   i ( p − 1 )     ,       i = 1 ,   2 ,   … ,   n  



(5)







    X   i 1   ,     X   i 2   ,   … ,     X   i ( p − 1 )     are input variables and     Y   i     is the output variable in our model. In general, we determine     Y   i     as the keyword with the largest frequency value. Therefore, the data of Equation (5) are from the preprocessed document–keyword matrix. This is used as the original data in the GAN. Figure 4 shows our GAN model for synthetic data generation.



From the noise, the generator makes the synthetic data, which is the new document–keyword matrix. The generator builds a model   P ( X )   that can generate the new document–keyword matrix. The synthetic data are compared with the original data, which are the preprocessed document–keyword matrix in the discriminator. The discriminator predicts Y using given X in the data of Equation (5) and estimates   P ( Y | X )  . The generator and discriminator play the minmax game against each other. The discriminator wants to maximize the reward   V   D , G     as follows [23]:


  V   D , G   =   E   x ~   P   d a t a   ( x )     l o g ⁡   D ( x )     +   E   x ~   Q   Z   ( z )     l o g ⁡   1 − D ( G   z   )      



(6)







In Equation (6), D and G are discriminator and generator, respectively. The   D ( x )   and   G   z     are the distributions of the discriminator and generator, and     P   d a t a   ( x )   is the probability distribution of the original data.     Q   Z   ( z )   is the probability distribution of noise such as the standard normal distribution. Contrary to the discriminator, the generator tries to minimize the   V   D , G    . The goal of this game is to reach a state where the distribution of the original data and the distribution of the synthetic data are the same. At this time, the probability distribution of the discriminator   D ( x )   is 0.5 for all x. That is, the discriminator cannot distinguish between the original data and the synthetic data, so that the quality of the synthetic data is almost the same as that of the original data. Finally, the synthetic data reduces the zero-inflated problem in the document–keyword matrix preprocessed from the original data. Using this synthetic data, we perform statistical analysis as the following model [24,25]:


     Y   i   =   β   0   +   β   1     X   1   +   β   2     X   2   + ⋯ +   β   k     X   k   +   ε   i     ,   i = 1,2 , … , n   



(7)







This equation is the defined linear regression model in our experiments using practical and simulation data sets. In Equation (7), Y and X are response and explanatory variables and       β   0   ,   β   1   ,   β   2   , … ,   β   k       are model parameters.     ε   i     is the error term distributed to   N   0 ,   σ   2      . In the experiments in this paper, we use the statistical model of Equation (4) to evaluate the performance between the original data and the synthetic data. We use five measures, prediction sum of squares (PRESS), R-squared, log-likelihood, Akaike information criterion (AIC) and Bayesian information criterion (BIC) for performance evaluation between the original and synthetic data in statistical analysis [9,10,11,24,25]. The PRESS statistic has been used for model validation based on quality of prediction. The statistic is defined as follows [25]:


  P R E S S =    ∑  i = 1   n           y   i   −     y  ^    i ( − i )       2      



(8)







In Equation (8),     y   i     is one observation not used in model building, and       y  ^    i ( − i )     represents the predicted value of     y   i    . That is, for n data, (n − 1) are used to estimate the model parameters, and the remaining one is used to evaluate the performance of the prediction. Therefore, the smaller the value of the PRESS statistic, the better the performance of the model. The second measure of model evaluation is the R-squared, defined as Equation (9) [25,26].


    R   2   =     ∑  i = 1   n            y  ^    i   −   y  ¯      2         ∑  i = 1   n          y   i   −   y  ¯      2         ,  



(9)




where     y   i     and       y  ^    i     are real and predicted values, respectively. Also,     y  ¯    is the mean of all y values. R-squared, which has a value between 0 and 1, indicates the explanatory power of the constructed model, and the larger this value, the higher the explanatory power of the model. We also consider the log-likelihood function to infer the parameters of the statistical model. For the parameter vector   β =     β   0   ,   β   1   ,   β   2   , … ,   β   k      , the likelihood is defined as Equation (10) [26].


  L   β ; y | x   =   ∏  i = 1   n    f     y   i   |   x   i   ; β      



(10)







The likelihood is a joint density function of Y given X for   β  . In general, for the convenience of mathematical calculations, we use log-likelihood as the logarithm of likelihood in Equation (11) [26].


  L   β   =   ∑  i = 1   n    l o g f     y   i   |   x   i   ; β      



(11)







We can judge that the larger the log-likelihood is, the better the performance of the model is. Next, we use the AIC to compare the model performance between the original and synthetic data. The AIC is represented by Equation (12) [24,26].


  A I C = − 2 l o g L   β   + 2 p  



(12)







In Equation (12), p is the number of variables in the statistical model. The AIC is based on the log-likelihood function to evaluate the performance of statistical models [24,25,26,27]. The better the performance of the model, the smaller the AIC value. We consider the BIC as our final measure for model comparison. This is defined as Equation (13) [24,26].


  B I C = − 2 l o g L   β   + l o g ⁡ ( n ) p  



(13)







Compared to AIC, BIC is a model evaluation measure that reflects the size n of data as a penalty. That is, as n increases, BIC also increases. Like AIC, BIC also has a smaller value as the model is better. Finally, we show the step-by-step process of our method from the given original data performance evaluation of the statistical model between the original and synthetic data in Figure 5.



The original data with zero-inflated problem are transformed into the synthetic data without the problem using generative modeling based on the GAN, so we can overcome the sparsity of zero inflation and carry out statistical models such as linear regression. To compare the performances between the original and proposed synthetic data, we evaluate the model performances using five measures: PRESS, R-squared, log-likelihood, AIC, and BIC. In the next section, a performance comparison experiment is performed on the statistical analysis results between the original data and synthetic data using the five evaluation measures.




4. Experimental Results


To show the improved performance and validity of our proposed method, we conducted experiments using the practical and simulated data. The practical data are the patent documents related to extended reality technology. Also, we generate the simulation data from Poisson and normal distributions. For computing language and software, we use the R data language and its provided packages to carry out our experiments [28,29,30,31]. We use normal random variable for the distribution of noise in our GAN. Also, the learning rate for the optimizer is 0.0001, and the numbers of mini batch size and training epochs are 50 and 150, respectively.



4.1. Patent Document Data Analysis


We used patent documents related to extended reality technology to evaluate the performance of our proposed method. We searched the patents from the USPTO and KIPRIS patent databases [32,33]. Using the text mining techniques, we constructed the patent–keyword matrix with 3000 rows and 58 columns. Each element of this matrix is a keyword frequency in a patent document. The columns represent keywords and the number of zeros in the keywords are shown in Table 1.



In Table 1, the first column represents the keyword, and the second column is the number of zeros in each column. Lastly, the third column shows the percentage of zeros in each keyword; this means the degree of sparsity. We found that most of the sparsity values are between 50% and 100%. In addition, the percentage of total sparsity is 83.91%. Therefore, we can confirm that the patent–keyword matrix is very sparse. To solve the sparsity problem, we generated the synthetic data from original data using GAN modeling. Table 2 shows our comparison result among original, noise-added, and synthetic data sets according to performance evaluation measures.



In Table 2, we carried out the following statistical model with six predictor variables and one response variable in (14).


  R e a l i t y =   β   0   +   β   1   d e v i c e +   β   2   v i r t u a l +   β   3   e x t e n d +   β   4   d a t a +   β   5   o b j e c t +   β   6   a u g m e n t + ε  



(14)







This is based on the statistical model in Equation (7). In the results of Table 2, we compared the synthetic data with original and noise-added data via five measures: PRESS, R-squared, log-likelihood, AIC, and BIC. The values of PRESS, AIC, and BIC of the synthetic data are all smaller than the original and noise-added data. The R-squared and log-likelihood of the synthetic data are all larger than the original and noise-added data. Additionally, the performance of the analysis model using the original data is better than when using noise-added data. Therefore, we can confirm that the result performance of synthetic data is the best.




4.2. Simulation Data Analysis


We generated simulation data with count predictor and continuous response variables for another experiment. Our simulation data consist of five predictors and one response, as showed in Table 3.



In Table 3, each of the five predictors from X1 to X5 follows Poisson distribution with different parameters (means). The response variable follows normal distribution with a mean of zero and a variance of one. In addition, the correlation structure of simulation data is shown in Table 4.



In this experiment, we built the simulation data using the correlation matrix in Table 4. Table 5 shows the number of zeros included in the variables and their sparsity.



The parameter of Poisson distribution represents the average number of occurrences of an event; we found that X3 with the smallest parameter has the highest sparsity. Next, we show the comparison result between the original and synthetic data sets according to performance evaluation measures using simulation data. The statistical model for this experiment is shown in Equation (7) with k = 5. Y is generated from normal distribution with a mean of zero and a variance of one. The others are distributed to Poisson random variables according to different parameters. Table 6 illustrates the comparison results among original, noise-added, and synthetic data sets.



Like the analytical results in Section 4.1, we can find that the results of evaluation measures using synthetic data are the best. So, we show the improved performance of our proposed method through the experimental results using real and simulation data from Section 4.1 and Section 4.2.





5. Discussion


The GAN trained the original data and estimated the mean and variance of normal distribution to represent the given data. Next, the generator of the GAN constructed the synthetic data by generating samples from the estimated normal distribution. In this process, the discriminator of the GAN performed a discrimination task so that the sample was similar to the original data. In this process, the zero values are replaced with very small non-zero numbers generated from the normal distribution, and the zero-inflated problem is solved. For this reason, in this paper we chose the GAN as a generative model to settle the zero-inflated problem. Compared to existing research that used zero-inflated data and developed methods to analyze the original data, we conducted research to generate synthetic data from the original data with zero inflation and analyzed it. This is because there are limits to analyzing data with zero-inflated problems as is. So, we considered using the generative models to change the zero values to very small continuous data using GAN modeling. The GAN is a representative model used to generate synthetic data from original data. In particular, the GAN is an efficient generative model for zero-inflated data by using random noise that follows a normal distribution. In our experimental results, we showed the improved performance of our proposed method using five measures, PRESS, R-squared, log-likelihood, AIC, and BIC, for statistical model evaluation. In our results, we verified that the synthetic data are better than the original data in all evaluation measures. The proposed method can be applied to various big data analysis, because there are zero values in most big data such as sensor data or bio-data. In this paper, the evaluation measures are focused on the count data such as the occurred frequency values of keywords in documents. But the measures are not suitable for other big data. So, we need to develop new measures to evaluate the performance between synthetic and original data. We will also expand analysis methods for zero-inflated data from statistics to machine learning in our future work.




6. Conclusions


We proposed a method to overcome the zero-inflated problem in text data analysis. This problem causes the deterioration of model performance in statistical analysis. This is because numerous zero values dominate the entire data set. To solve this problem, we proposed a generative model using the GAN. We applied the GAN model to analyze text data with the sparsity of zero inflation. For statistical analysis of text data, we preprocessed the text data and built a document–keyword matrix as structured data. The element of this matrix is the frequency value of the keywords occurring in a document. In general, the matrix contains very sparse data, because most of the elements have zero value. Therefore, we generated synthetic data similar to the original data using the GAN, a representative generative model, to solve this sparsity problem. In this process, the zero values were replaced with very small non-negative numbers. To show the validity of our research, we performed statistical analysis on each of the original and synthetic data and carried out performance comparison using five representative model evaluation measures: PRESS, R-squared, log-likelihood, AIC, and BIC. To evaluate the performance between original and synthetic data, we used two data sets, patent documents and simulation data. We found that the performance of the synthetic data was better than that of the original data in both experimental results. So, we verified the improved performance of our proposed method.



In our future works, we will study more advanced models based on generative and statistical models. For example, we will consider Bayesian GAN as an approach to overcome the zero-inflated problem. This is a combined model consisting of Bayesian learning and generative modeling [34]. The main finding of our research is how to change the zero values of text data to very small non-zero numbers using the generative model based on the GAN. Therefore, this paper is expected to contribute to solving the problem of zero inflation that occurs in the analysis of various big data, including text data. For example, the zero-inflated sparsity occurring in sensor data of the Internet of Things will be overcome by using the proposed method in this paper. Also, in the academic field, our research will be a starting study on how to solve the zero-inflated problem using synthetic data. This is because most of the existing studies were studies on the methods that analyzed the original zero-inflated data. In the future, we expect the emergence of various new studies that solve the problem of zero-inflated sparsity by using the generation of synthetic data using new generative models.
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Figure 1. Procedure of proposed method. 
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Figure 2. Procedure document–keyword matrix preprocessed from patent documents. 
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Figure 3. Synthetic data generated from original data by the GAN. 
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Figure 4. GAN for document–keyword matrix. 
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Figure 5. Step-by-step process of our method. 
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Table 1. Number of zeros and sparsity.
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	Keyword
	# of Zeros
	Sparsity (%)
	Keyword
	# of Zeros
	Sparsity (%)





	wall
	2860
	95.33
	interact
	2770
	92.33



	visual
	2779
	92.63
	inform
	2636
	87.87



	virtual
	2101
	70.03
	image
	2338
	77.93



	view
	2626
	87.53
	head
	2771
	92.37



	video
	2770
	92.33
	generate
	2410
	80.33



	user
	2135
	71.17
	face
	2859
	95.30



	time
	2773
	92.43
	eye
	2852
	95.07



	system
	1759
	58.63
	extend
	1532
	51.07



	surface
	2540
	84.67
	environment
	2503
	83.43



	structure
	2743
	91.43
	electric
	2834
	94.47



	space
	2691
	89.70
	edge
	2857
	95.23



	signal
	2761
	92.03
	display
	2126
	70.87



	sensor
	2698
	89.93
	device
	1880
	62.67



	scene
	2873
	95.77
	detect
	2723
	90.77



	rotate
	2795
	93.17
	data
	2490
	83.00



	render
	2811
	93.70
	control
	2531
	84.37



	region
	2793
	93.10
	content
	2735
	91.17



	receive
	2453
	81.77
	contact
	2835
	94.50



	reality
	1873
	62.43
	connect
	2655
	88.50



	present
	2466
	82.20
	configure
	2334
	77.80



	posit
	2373
	79.10
	compute
	2619
	87.30



	physic
	2788
	92.93
	component
	2810
	93.67



	optic
	2757
	91.90
	communication
	2738
	91.27



	object
	2542
	84.73
	capture
	2750
	91.67



	move
	2791
	93.03
	camera
	2775
	92.50



	mobile
	2880
	96.00
	augment
	2419
	80.63



	map
	2863
	95.43
	associate
	2654
	88.47



	light
	2747
	91.57
	assemble
	2812
	93.73



	layer
	2837
	94.57
	arrange
	2720
	90.67



	interface
	2811
	93.70
	andor
	2678
	89.27










 





Table 2. Comparison result among original, noise-added, and synthetic data sets according to performance evaluation measures: patent document data.
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	Evaluation Measure
	Original Data
	Noise-Added Data
	Synthetic Data





	PRESS
	3117.086
	3640.162
	114.242



	R-squared
	0.4283
	0.3077
	0.9755



	Log-likelihood
	−2841.364
	−4529.54
	658.551



	AIC
	5696.728
	9075.08
	−1301.102



	BIC
	5738.773
	9123.131
	−1253.051










 





Table 3. Simulation data structure.
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	Variable
	Distribution
	Parameter





	Predictor (X1)
	Poisson
	mean = 0.15



	Predictor (X2)
	Poisson
	mean = 0.21



	Predictor (X3)
	Poisson
	mean = 0.12



	Predictor (X4)
	Poisson
	mean = 1.22



	Predictor (X5)
	Poisson
	mean = 0.88



	Response (Y)
	Normal
	mean = 0, variance = 1










 





Table 4. Correlation matrix for generating simulation data.
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	Variable
	X1
	X2
	X3
	X4
	X5
	Y





	X1
	1.00
	0.42
	0.35
	0.25
	0.09
	0.14



	X2
	0.42
	1.00
	0.12
	0.29
	−0.22
	0.19



	X3
	0.35
	0.12
	1.00
	0.46
	−0.14
	0.13



	X4
	0.25
	0.29
	0.46
	1.00
	0.10
	0.36



	X5
	0.09
	−0.22
	−0.14
	0.10
	1.00
	0.58



	Y
	0.14
	0.19
	0.13
	0.36
	0.58
	1.00










 





Table 5. Number of zeros and sparsity.
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	Variable
	Poisson Parameter
	# of Zeros
	Sparsity (%)





	X1
	0.15
	4288
	85.76



	X2
	0.21
	4066
	81.32



	X3
	0.12
	4462
	89.24



	X4
	1.22
	1474
	29.48



	X5
	0.88
	2050
	41.00










 





Table 6. Comparison result among original, noise-added, and synthetic data sets according to performance evaluation measures: simulation data.
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	Evaluation Measure
	Original Data
	Noise-Added Data
	Synthetic Data





	PRESS
	2836.303
	3943.247
	142.9447



	R-squared
	0.4293
	0.2066
	0.8305



	Log-likelihood
	−5671.349
	−6495.143
	−437.0238



	AIC
	11,356.7
	13,004.29
	888.0477



	BIC
	11,402.32
	13,049.91
	922.402
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