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Abstract: Protein dephosphorylation is the process of removing phosphate groups from protein
molecules, which plays a vital role in regulating various cellular processes and intricate protein
signaling networks. The identification and prediction of dephosphorylation sites are crucial for this
process. Previously, there was a lack of effective deep learning models for predicting these sites, often
resulting in suboptimal outcomes. In this study, we introduce a deep learning framework known
as “DephosNet”, which leverages transfer learning to enhance dephosphorylation site prediction.
DephosNet employs dual-window sequential inputs that are embedded and subsequently processed
through a series of network architectures, including ResBlock, Multi-Head Attention, and BiGRU
layers. It generates predictions for both dephosphorylation and phosphorylation site probabilities.
DephosNet is pre-trained on a phosphorylation dataset and then fine-tuned on the parameters
with a dephosphorylation dataset. Notably, transfer learning significantly enhances DephosNet’s
performance on the same dataset. Experimental results demonstrate that, when compared with
other state-of-the-art models, DephosNet outperforms them on both the independent test sets for
phosphorylation and dephosphorylation.

Keywords: dephosphorylation site prediction; phosphorylation site prediction; protein site
identification; transfer learning; machine learning

1. Introduction

Protein phosphorylation is the process by which a phosphate group (PO4
3−) is co-

valently added to a protein molecule. This process is usually catalyzed by enzyme-like
proteins, known as kinases. Kinases trigger the phosphorylation reaction by transferring
phosphate groups from ATP to specific amino acid residues of the protein (e.g., serine,
threonine, or tyrosine). Protein phosphorylation is a common cellular signaling mechanism
that regulates protein activity, stability, subcellular localization, and protein interactions
with other molecules [1–3].

Protein dephosphorylation is the process by which a phosphate group is removed
from a protein molecule. This process is usually catalyzed by protein phosphatases and
occurs on serine, threonine, or tyrosine [4]. Protein phosphatases hydrolyze phosphate
bonds, removing the phosphate group from the phosphorylation site on the protein and
returning the protein molecule to its original state [5]. Protein dephosphorylation is an
essential regulatory mechanism. Through dephosphorylation, proteins can be activated or
inhibited at different time points and under different environments to regulate intracellular
signaling and biological processes. Dephosphorylation can reverse altered interactions
between proteins and other molecules. Dephosphorylation can also restore the original
interaction patterns between proteins and their interacting molecules, which is essential for
regulating complex intracellular protein networks and signaling in cells.
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In many cases, there are interactions between kinases and phosphatases to control
the levels of key regulatory proteins. The phosphorylation/dephosphorylation of pro-
teins plays a key role in most cellular processes, such as signal transduction, proliferation,
and growth. Many enzymes and receptors are activated and inactivated by phospho-
rylation/dephosphorylation events carried out by kinases/phosphatases [6]. However,
phosphatases are misregulated in diseases, including cancer. Phosphatases such as PTPRD
and PTPRU have been shown to act as tumor suppressors in human malignancies [7].

Over the past few decades, artificial intelligence has played a very important role in
downstream missions [8]. The field of bioinformatics has experienced a flourishing devel-
opment, achieving remarkable accomplishments in areas such as proteomics research [9,10],
single-cell classification [11,12], and intelligent healthcare [13]. Research on accelerating
the computational process of bioinformatics algorithms by utilizing the parallel computing
power of GPUs has also yielded good results [14,15]. In the field of protein post-translational
modification prediction, the establishment of large databases cataloging experimentally
determined phosphorylation sites [16,17] has enabled more and more researchers to delve
into studies related to protein phosphorylation and develop some collegiate and accurate
methods and tools for phosphorylation site prediction [18–21]. Transphos is a deep learn-
ing model that combines a transformer-encoder and CNN architecture to autonomously
extract features from protein sequences in order to predict general phosphorylation sites. In
2019, Fenglin Luo and colleagues introduced DeepPhos, which employs densely connected
convolutional neuron network blocks to capture various representations of sequences.
DeepPhos utilizes intra-block crosstalk layers and inter-block crosstalk layers to make the
final phosphorylation predictions. However, protein dephosphorylation-related studies
are few and far between, mainly due to the relatively limited data resources of publicly
available dephosphorylation sites. The lack of large-scale dephosphorylation site datasets
restricts bioinformatics researchers from conducting in-depth studies in this field. However,
in recent years, the establishment of the DEPOD database has led more and more re-
searchers to focus on and delve into the study of dephosphorylation site identification. For
example, Meenal Chaudhari et al. [22] developed DTL-DephosSite, a general dephospho-
rylation site predictor based on the S/T and Y residues of Lstm. However, the prediction
accuracy of the existing methods is low and there is much room for improvement. Firstly,
most of the existing methods, such as DTL-DephosSite, are single-channel inputs, which
are not able to extract more information about multilevel features. In our method, we set
up input channels with different sequence lengths in order to extract richer information.
Meanwhile, the robustness of the existing methods is poor, which does not pay attention to
the characteristics of the long-range dependence of proteins, and the shallow information
is easy to be lost in the later stage. To address this drawback, we introduced ResBlock
with a multi-head self-attention mechanism in our model; therefore, in order to solve the
above problems of dephosphorylation models and further explore deep learning methods,
it is crucial to establish efficient and accurate dephosphorylation prediction models in
this study.

In this work, we propose a new architecture, DephosNet, based on residual networks
and a multi-head attention mechanism, using dual-channel inputs to improve the model’s
prediction ability for dephosphorylation sites. By incorporating network structures like
ResBlock, MultiHeadAttention, and BiGRU into DephosNet, we enhance its predictive
capabilities. Our approach involves applying transfer learning to the problem of de-
phosphorylation site prediction. We use phosphorylation data as the source dataset and
dephosphorylation data as the target dataset. This strategy effectively addresses the chal-
lenge posed by the small number of samples in the dephosphorylation dataset, enabling
the model to achieve superior performance.
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2. Methods
2.1. Data and Data Processing

In this section, the descriptions of the data and the details of processing the data are
presented.

2.1.1. Dephosphorylation Dataset

This study uses the same dephosphorylation data taken from the Dephosphorylation
Database (DEPOD) as DTL-DephosSite. Based on their given data, we collect the complete
protein sequences in Uniport. The DEPOD dataset is a manually curated resource that
harbors human phosphatases, their protein and non-protein substrates, dephosphorylation
sites, and the associated signaling pathways [23]. In this dephosphorylation dataset, the
positive and negative samples of the S (serine)/T (threonine) site total 2252 data points,
and the positive and negative samples of the Y (tyrosine) site total 251 data points. The
number of positive and negative samples is the same. As shown in Table 1, 80% of them
are used as training set, and 20% are used as independent test set.

Table 1. Dephosphorylation dataset.

Site Train Test

S/T 1806 446
Y 201 50

2.1.2. Phosphorylation Dataset

In this research, we used a substantial amount of phosphorylation data for model
pre-training, specifically drawing from the phosphorylation dataset compiled by Duolin
Wang et al. [24]. We further enriched this dataset by annotating it using UniProtKB/Swiss-
Prot, resulting in a total of 36,475 S/T site phosphorylation data points and 1930 Y site
phosphorylation data points. To generate negative samples for our analysis, we adopted
a random selection approach, isolating amino acids that exhibited high non-overlapping
characteristics within the same protein sequence, excluding the annotated sites. This
process yielded a combined total of 68,038 S/T site negative samples and 4120 Y site
negative samples. For a comprehensive view of the dataset distributions, refer to Table 2,
which illustrates the breakdown of the training dataset and the independent test set.

Table 2. Phosphorylation dataset.

Site
Train Test

Positive Negative Positive Negative

S/T 34,401 64,126 2074 3912

Y 1883 4011 47 109

2.1.3. Data Preprocessing

We employ a dual-channel input strategy to partition the long protein sequence into
two shorter sequences with varying lengths, centered around the prediction site. Through
experimentation, we empirically establish that the model is more proficient at extracting
valuable features and delivering improved predictions when the sequence length is either
31 or 51 amino acids. In instances where the prediction site contains fewer than 31 or 51,
we use * to fill the gap and achieve the required sequence length. We numerically encode
the short sequences. In this study, we use the numbers 0–20 to encode the 20 amino acids
and the “*” that replaces missing information and the blank sites.
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2.2. DephosNet Architecture

The DephosNet network architecture is shown in Figure 1. Using short sequences
of different lengths as inputs allows one to sequence features to be observed at different
scales. Shorter sequences may be better at capturing localized patterns and short-range
interactions, while longer sequences are better at capturing long-range protein interactions.
In our model, we center on dephosphorylation sites and input window sequences with
lengths of 31 and 51, respectively, which can capture different scale features and provide
more information. We first encode the input sequences with integers. Then, we process the
integer encoded sequences with embedding and set the dimension of the embedding layer
to 21. The two embedding matrices of 31 × 21 and 51 × 21 are then obtained.
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Figure 1. DephosNet network architecture.

Firstly, the embedding matrix is input to the convolutional layer to extract shallow
features. Batch normalization and ReLU activation function operations are performed
to improve the stability of the model and accelerate the convergence speed of the model.
Second, the features are inputted into the three-layer ResBlock. The specific architecture of
the ResBlock is shown in Figure 1, which uses dilated convolution to expand the receptive
field and skip-connect to allow the feature information to be passed over jumps in the
network. It enables the model to better learn the correlations and dependencies in the
sequences at long distances. The formula for skip-connect is shown below:

x′ = x + F(x, ωl) (1)
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x and x′ represent the input and output of ResBlock, respectively. F represents the
network function of ResBlock. To better capture the relationships between different amino
acids, we use a multi-head self-attention mechanism, where each attention head can focus
on different information near the amino acids, thus improving the model’s ability to model
various locations in the amino acid sequence data. We concatenate the output of the multi-
head self-attention mechanism with the output of ResBlock and input it in the next layer.
The specific formula is listed as follows:

Attention(Q, K, V) = softmax
(

QKT
√

dk

)
V (2)

headi = Attention
(

QWQ
i , KWK

i , VWV
i

)
(3)

MultiHead(Q, K, V) = Concat(heado, . . . , headh)WO (4)

In the above equations, Q, K, and V denote the query vector, key vector, and value
vector, respectively. WQ

i , WK
i , and WV

i are the query, key, and value matrices of the i-th
head, respectively. Symbol h denotes the number of heads. headi denotes the output of
the i-th head, and WO is the output matrix. Subsequently, to be able to fully utilize the
contextual information of the sequences, the BiGRU layer is used to process the features
after subjecting them to Layer Normalization.

zt = σ(Wz·[ht−1, xt]) (5)

rt = σ(Wr·[ht−1, xt]) (6)

∼
ht = tanh(W·[rt ∗ ht−1, xt]) (7)

ht = (1− zt) ∗ ht−1 + zt ∗
∼
ht (8)

xt represents the input information in the current moment, and ht−1 represents the

hidden state in the previous moment. ht is the hidden state passed to the next moment.
∼
ht

is the candidate hidden state, and rt stands for the reset gate. zt is the update gate. σ is the
sigmoid function by which the data can be changed to a value in the range of 0 to 1. Tanh is
a tanh function by which the data can be changed to values in the range of −1 to 1. W is
the weight matrix. The above is the formula for one-direction GRU. Our BiGRU will obtain
→
h t and

←
h t from two directions, and the final ht output is

ht =

[→
h t,
←
h t

]
(9)

We first obtain the features by flattening them. Then, we merge the features of the
two sequence windows after the operation with dense layer and concatenate operations.
Finally, we output the predicted values using the softmax function.

2.3. Transfer Learning

Transfer learning is a machine learning approach that aims to apply knowledge learned
from one task or domain to another. The core idea is to improve the learning performance in
the target domain by utilizing knowledge from the source domain. In recent years, transfer
learning has been widely used in various fields. For example, in industrial scenarios, one
can use deep transfer learning techniques for fault diagnosis [25]. Another example is the
CNN-based deep transfer learning approach that can be utilized to detect COVID-19 [26].
In addition, transfer-learning-based methods can also be applied to the design of new drug
development [27].



Computers 2023, 12, 229 6 of 12

Therefore, in this study, we use the phosphorylation dataset as the source domain.
Pre-training the model using phosphorylation sites can help predict potential phosphoryla-
tion sites in proteins. Such predictions help us to understand the function and regulatory
mechanisms of proteins. After performing pre-training, the dephosphorylation dataset is
used as the target domain to fine-tune the model parameters. In previous studies, regarding
phosphorylation sites in general, they are often divided into two models for prediction: the
S/T site prediction model and the Y site prediction model. After experimental attempts, we
found that both predicting dephosphorylation S/T sites and predicting dephosphorylation
Y sites are optimally predicted on an independent test set after pre-training based on the
phosphorylation ST dataset. Specifically, for our initialized DephosNet network architec-
ture, to learn better knowledge of the source domain, the pre-training is first performed
on the Phos-ST dataset for 100 epochs and then to fine-tune the model. We configure the
pre-training DephosNet by setting a learning rate of 0.000001 with an epoch parameter
of 200. The pre-training modes are trained on the Dephos-ST and Dephos-Y datasets,
respectively. After several experimental validations, we found that the best prediction
results of the model are achieved when all layers of the pre-trained model are not frozen.
The model parameters are shown in Table 3.

Table 3. Model parameter values.

PARAMETER SETTINGS PARAMETER SETTINGS

EPOCHS_PRETRAINED
EPOCHS

100
200

LEARNING_RATE_PRETRAINED
LEARNING_RATE

0.00001
0.000001

DROPOUT 0.2
EMBEDDING DIM 16
DENSE 256, 64, 2
BATCH SIZE
NUM_HEADS(MULTIHEADATTENTION)
KEY_DIM(MULTIHEADATTENTION)
VALIDATION_SPLIT

16
8
64
0.2

2.4. Performance Evaluation

In order to assess the effectiveness of our model, we employ a range of performance
evaluation metrics encompassing five key indicators: Sensitivity (SN), Specificity (SP),
Matthews Correlation Coefficient (MCC), F1 score, and the Area Under the Curve (AUC).
We also visualize the True Positive Rate (TPR) versus the False Positive Rate (FPR) and
calculate the AUC, representing the area under this curve. F1 (F1 score) is a metric used
in statistics to measure the precision of a binary classification model. It takes into account
both the precision and recall of the classification model.

SN = TPR = Recall =
TP

TP + FN
(10)

SP = TNR =
TN

TN + FP
(11)

Precision =
TP

TP + FP
(12)

MCC =
TP× TN − FP× FN√

(TP + FP)(TP + FN)(TN + FP)(TN + FN)
(13)

F1 = 2· precision·recall
precision + recall

(14)
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3. Results
3.1. Comparison with Other State-of-the-Art Models on Dephosphorylation Site Datasets

In this section, we train and test DephosNet on the dephosphorylation dataset. We also
compare it with two dephosphorylation site prediction models, RF and DTL-DephosSite.

As shown in Table 4, on S/T sites, although our model, DephosNet, performs second to
RF and DTL-DephosSite on the SP metric, DephosNet outperforms RF and DTL-DephosSite
on all three metrics of MCC, SN, and AUC, reaching 0.49, 0.81, and 0.82, respectively.
Compared with RF and DTL-DephosSite, our model achieves improvements in the MCC of
1% and 3%, and 5% and 5% in SN. As for the AUC, 2% and 1% improvements are achieved.
The results presented in Table 4 indicate that our model, when focusing on the Y site,
not only ranks second in the SP metric, trailing only the DTL-DephosSite model, but also
outperforms in all three crucial metrics: MCC, SN, and AUC. It attains a notable 0.52 in the
MCC and an impressive 0.79 in the SN. Compared with RF and DTL-DephosSite, our model
achieves improvements in the MCC of 36% and 10%. As for SN, 29% and 17% improvements
are accomplished. The AUC reaches 0.83, which is 15% and 3% higher compared with
that of RF and DTL-DephosSite, respectively. The experiments demonstrate that the model
DephosNet proposed in this paper has superior performance on the dephosphorylation
dataset compared with other state-of-the-art models.

Table 4. Comparison scores with other state-of-the-art models on dephosphorylation site datasets.

Site Methods MCC SP SN ROC_AUC

S/T
RF 0.48 0.72 0.76 0.8

DTL-DephosSite 0.46 0.71 0.76 0.81
DephosNet 0.49 0.67 0.81 0.82

Y
RF 0.16 0.65 0.5 0.68

DTL-DephosSite 0.42 0.81 0.62 0.8
DephosNet 0.52 0.73 0.79 0.83

3.2. Ablation Experiment

The DephosNet proposed in this paper is a two-channel input model, which inputs
two different lengths of short sequences for dephosphorylation site prediction, respectively.
To obtain the optimal combination of short sequence window lengths, the four window
length combinations of (21, 51); (21, 61); (31, 51); and (31, 61) are cross-validated five-fold in
this section on the S/T and Y site datasets, respectively. The average of the results of each
fold is taken for comparison.

The results of DephosNet’s evaluation metrics for different window combinations
at the S/T sites on an independent test set are shown in Figure 2a. First, for window
combination (21, 51) as the input, the best performance of 0.91 is achieved for the SN metric,
which implies that this combination is more capable of recognizing positive examples.
Secondly, window combination (21,61) achieves the highest value of 0.894 for the ACC
metric over the other three window combinations. This implies that increasing the sequence
window length to 61 is effective in improving the ACC. However, window combination
(31,51) reaches values of 0.68, 0.83, and 0.9 for the MCC, SP, and AUC evaluation metrics,
respectively, indicating that the (31,51) window combination shows the best performance
in the dephosphorylation site classification task. Notably, the (31,51) window combination
outperforms the second-best window length combination by 3%, 1%, and 1% for the MCC,
SP, and AUC metrics, respectively. It suggests that window combination (31,51) has a
higher overall performance in distinguishing dephosphorylation sites relative to the other
window combinations.
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Figure 2. Ablation experiment scores for different window combinations on (a) S/T sites and
(b) Y site.

The results of DephosNet’s ablation experiments at the Y site are shown in Figure 2b.
Window length combinations (21,51) and (21,61) have good predictive ability but still
have some gaps compared with the other two windows. Window length combination
(31,51) reaches 0.726, 0.831, 0.892, 0.927, and 0.859 in the MCC, SP, SN, AUC, and F1,
respectively. This combination of factors demonstrates superior performance across all
metrics, particularly showcasing higher values for the MCC, F1, SN, and SP. It excels in
forecasting dephosphorylation Y sites, achieving an overall high level of performance.
Window combination (31,61) also shows relatively high performance in the MCC and
AUC compared with other window combinations. This window combination shows high
predictive power and accuracy in predicting the dephosphorylation Y site.

In summary, the results of the ablation experiments with short sequence window
length combinations for dephosphorylation sites show that the best performance in the
evaluation metrics MCC, SP, and AUC is achieved when the window lengths are taken as
31 and 51. It has a significant advantage in these metrics compared with other window
combinations. This finding emphasizes the importance of the (31,51) window combination
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in the dephosphorylation site classification task. It provides a valuable reference for further
optimizing the model performance.

3.3. Comparison with Other State-of-the-Art Models Based on Transfer Learning

We conduct a comparative analysis of our model, DephosNet, in relation to other
deep learning models. Given the limited number of dephosphorylation site prediction
models available, we adopt a similar two-step approach of pre-training and transfer fine-
tuning training for advanced phosphorylation site prediction models such as Transphos
and Deepphos.

The score performance of each deep learning model on S/T sites is shown in Table 5a.
Initially, we employed the Transphos model for experimental evaluation. It yielded the
following results on various metrics: MCC (0.634), SP (0.786), SN (0.847), AUC (0.893),
and F1 score (0.821). Subsequently, we examined the performance of the DTL-DephosSite
model. It achieves scores of 0.639 for the MCC, 0.777 for SP, 0.86 for SN, 0.896 for the
AUC, and 0.825 for the F1 score. Furthermore, we included the Deepphos model in the
comparison. The Deepphos model attained scores of 0.633 for the MCC, 0.835 for SP, 0.797
for SN, 0.876 for the AUC, and 0.812 for the F1 score.

Table 5. Comparison scores with other state-of-the-art models based on transfer learning on S/T sites
and Y site.

S/T MCC SP SN AUC F1

DephosNet 0.713 0.853 0.86 0.906 0.857
DTL-DephosSite 0.639 0.777 0.86 0.896 0.825

Transphos 0.634 0.786 0.847 0.893 0.821
Deepphos 0.633 0.835 0.797 0.876 0.812

Y MCC SP SN AUC F1

DephosNet 0.726 0.808 0.917 0.952 0.863
DTL-DephosSite 0.599 0.808 0.792 0.852 0.792

Deepphos 0.655 0.731 0.917 0.883 0.83
Transphos 0.53 0.692 0.833 0.8 0.769

Although the above models achieve good performance, DephosNet achieves MCC, SP,
SN, AUC, and F1 scores of 0.713, 0.853, 0.86, 0.906, and 0.857, respectively. Dephosnet is
on equal footing with DTL-DephosSite for the SN metric and outperforms the second-best
model for the other metrics by 7.4%, 1.8%, 1%, and 3.2%, respectively.

Table 5 also shows the scores of each deep learning model on the Y site. The DephosNet
model achieves a score of 0.726 for the MCC metric, indicating its strong correlation in
predicting dephosphorylation sites. The SP is 0.808 and the SN is 0.917, which implies
that the model can identify non-dephosphorylation sites and capture the true positives of
dephosphorylation sites well. The AUC reaches 0.952 and the F1 score is 0.863. All of these
metrics indicate that the DephosNet model has better prediction accuracy and classification
ability in general, further validating the predictive ability of the model. In comparison, the
Deepphos model is on par with DephosNet in terms of SN metrics, reaching 0.917. The
results indicate that the Deepphos model also has a certain performance in the prediction
of dephosphorylation sites, but it is slightly inferior compared with the DephosNet model.
The scores of Transphos in all metrics is lower than those of DephosNet. It can be seen that
Transphos has not yet reached the best prediction ability in the direction of transfer learning
prediction of dephosphorylation sites. Finally, the DTL-DephosSite model scores 0.808 on
SP, which is equal to the best from DephosNet, and is slightly inferior in other metrics.

In summary, our model, DephosNet, achieves the best prediction performance in the
comparison. It outperforms other state-of-the-art models in terms of MCC, SP, SN, AUC,
and F1 scores, which further proves the validity and superiority of DephosNet. These
results provide strong support for research and application in the field of dephosphorylation
site prediction.
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3.4. Comparison with Other State-of-the-Art Models on Phosphorylation Site Datasets

To explore the prediction performance of DephosNet on phosphorylation datasets, in
this section, our model, DephosNet, is compared with three state-of-the-art phosphorylation
and dephosphorylation site prediction models, Transphos, Deepphos, and DTL-DephosSite,
on S/T site phosphorylation datasets, respectively.

According to the data in Figure 3, our model, DephosNet, achieves the highest score
among the four models in all three metrics: MCC, AUC, and F1. Specifically, the MCC is
0.615, the AUC is 0.895, and the F1 is 0.754. Compared with DTL-DephosSite, our model
improves these metrics by 1%, 0.9%, and 1.2%, respectively. In addition, our model also
achieves high levels in both SN and SP metrics. These results indicate that our model,
DephosNet, exhibits the best performance on the phosphorylation dataset and is not only
suitable for the prediction of dephosphorylation sites but also achieves optimal overall
performance in phosphorylation prediction.
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Figure 3. Comparison scores with other state-of-the-art models on the phosphorylation site ST
dataset.

4. Discussion

In this paper, we propose DephosNet, a deep learning model based on transfer learn-
ing, to predict the probability of dephosphorylation sites by inputting amino acid sequences.
DephosNet’s inputs are short sequences of amino acids 31 and 51. It employs a one-
dimensional convolution ResBlock network based on dilated convolution and skip-connect,
a multi-head self-attention mechanism, BiGRU, and other network architectures to finally
output the predicted probabilities. Although our model is originally designed to predict the
probability of dephosphorylation sites, it is found through experiments that our model can
also have better performance in the task of phosphorylation site prediction compared with
other state-of-the-art models. Similarly, in the specific task of predicting dephosphorylation
sites, DephosNet also has a better evaluation index score than other advanced models.
However, we believe that there is still a lot of room for improvement, so we introduce
transfer learning, and since phosphorylation and dephosphorylation are highly correlated,
our model is first pre-trained using the phosphorylation dataset. Then, the dephosphory-
lation dataset is used to fine-tune the model’s parameters to make the DephosNet model
better adapted to the downstream task (predicting dephosphorylation sites). We also ex-
perimentally demonstrate that DephosNet’s performance on the independent test set of
dephosphorylation sites is greatly improved after the introduction of transfer learning and
that our model is still able to take the lead in the scoring indexes after other models are also
subjected to transfer learning. Regarding the choice of sequence window combinations, we
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have demonstrated through relevant ablation experiments that the windows we choose
can achieve the best results in the task of predicting dephosphorylation sites.

Although our model achieves an excellent prediction result on the dephosphorylation
dataset using the transfer learning method, there is still room for improvement. For exam-
ple, more relevant dephosphorylation datasets can be collected to fine-tune the parameters.
How to reduce the number of parameters in the future is still a severe problem. The model
is prone to overfitting problems during training, although the model achieves promising
results on both phosphorylation and dephosphorylation datasets. In the future, we will try
more lightweight network architectures to achieve our task.

Finally, all datasets and codes developed in this study are publicly available at
https://github.com/uuy99/Dephosnet (accessed on 9 November 2023).
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