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Abstract: Source code clones are common in software development as part of reuse practice. However,
they are also often a source of errors compromising software maintainability. The existing work
on code clone detection mainly focuses on clones in a single programming language. However,
nowadays software is increasingly developed on a multilanguage platform on which code is reused
across different programming languages. Detecting code clones in such a platform is challenging and
has not been studied much. In this paper, we present CLCD-I, a deep neural network-based approach
for detecting cross-language code clones by using InferCode which is an embedding technique for
source code. The design of our model is twofold: (a) taking as input InferCode embeddings of source
code in two different programming languages and (b) forwarding them to a Siamese architecture
for comparative processing. We compare the performance of CLCD-I with LSTM autoencoders and
the existing approaches on cross-language code clone detection. The evaluation shows the CLCD-I
outperforms LSTM autoencoders by 30% on average and the existing approaches by 15% on average.

Keywords: abstract syntax tree; code clone detection; cross language; deep neural network; Java;
Python

1. Introduction

Code clones are code fragments that have the same or similar syntax and semantics [1].
They are often practiced in software development as part of reuse effort [2]. However,
code clones are in general considered to hamper the quality of software due to misfit and
modifications made during reuse which often introduce errors [3]. They also require that
when one clone is changed, all other clones are to be updated for consistency [4]. Code
clones are typically categorized into Type I, II, III, and IV where Type I is textual clones
(i.e., identical codes), Type Il is lexical clones (e.g., different identifiers), Type III is syntactic
clones (e.g., additional statements), and Type IV is semantic clones (i.e., the same logic) [5,6].

Deep learning has been increasingly adopted in code clone detection (e.g., [7-12]).
The general approach is that source code is represented in abstraction such as abstract syntax
trees, tokens, and control flow graphs and embedded by using embedding techniques,
such as word2vec, node2vec, and graph2vec to learn structural similarity. Most existing
work focuses on code clone detection in the same programming language [13]. However,
nowadays software is increasingly developed on a multilanguage platform on which
similar functionalities are used across multiple programming languages. For example,
common APIs for big data processing such as Apache Spark have similar naming and call
patterns written in different programming languages [14,15]. Such an environment often
involves clones in multiple languages and requires consistent updates across clones when
a change is made on one clone. There exists some work (e.g., [14,15]) on cross-language
code clone detection. However, their approaches suffer from poor performance mainly due
to low-quality features used in learning and prediction.

In this paper, we present CLCD-I, a cross-language clone detection approach by using
InferCode [16], which is an embedding technique for source code. The model takes as
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input pretrained embeddings from InferCode to learn abstract features of source code by
grouping related embeddings. The embeddings are then fed into a Siamese architecture [17]
for comparative processing of source code in Java and Python. InferCode embeddings
capture only syntactic features, and thus, this work focuses on clones of Type III. We
evaluate CLCD-I by using a dataset containing more than 40,000 pairs of Java and Python
code snippets. We compare the performance of CLCD-I with LSTM autoencoders, which
are widely used for the translation of languages. We also compare CLCD-I with the existing
approaches on cross-language code clone detection. Specifically, we seek to answer the
following research questions.

1. Is CLCD-I more effective than LSTM autorencoders?
2. Is CLCD-I more effective than existing approaches?

The remainder of the paper is organized as follows. Section 2 discusses the existing
work on code clone detection by using machine learning, Section 4 describes source code
embedding by using InferCode, Section 5 presents CLCD-I, Section 7 evaluates CLCD-I and
discusses the results of the evaluation, and Section 8 concludes the paper with discussion
on future work.

2. Related Work

There exists much work on code clone detection by using deep learning [13]. The gen-
eral approach is that source code is represented in abstraction and vectorized by using
an embedding technique. Then, the embeddings are input to a deep learning model for
learning and prediction. For source code abstraction, abstract syntax tree (AST) [7,18-20],
control flow graph (CFG) [8,9], data flow graph (DFG) [21], program dependency graph
(PDG) [22], bytecode dependency graph (BDG) [22], application user interface (API) call
similarity [14,23], function call graph (FCG) [24], and size-based sharding (SBS) [25] were
used with dominance by AST and CFG. Regarding embedding techniques, word2vec [26],
graph2vec [27], node2vec [28], doc2vec [29], position-aware character embedding (PACE) [30],
one-hot embedding [31], continuous-valued vector (CVV) [18], and recursive autoencoder
(RAE) [10] were used.

Various deep learning models have been used for code clone detection, including deep neu-
ral network (DNN) [14,19,21,24,25,32,33], recurrent neural network (RNN) [7-9,18,20,34], graph
neural network (GNN) [11,35,36], long short-term memory (LSTM) [12,15], and convolutional
neural network (CNN) [22,23,30,37]. To improve performance, some work [10,14,18,19,25] used
filters to filter out data and some other work [9,12,34] used supplementary training strategies
such as attention mechanisms and adversarial training. For evaluation, BigCloneBench [38]
and OJClone [39] were commonly used as primary benchmarks. Others include Apache Ant,
ArgoUML, JHotDraw, [JaDataset, NetBeans-Javadoc, Eclipse-Ant, Apache Software Foundation,
GitHub, Google Code Jam, JDK, and Maven. With regard to programming languages, C, Java,
C#, C++, Python, and Go were considered where C and Java were more common. With respect
to clone types, Type IV was more focused.

The majority of the existing work dealt with clone detection in the same language.
Only a few studies (e.g., [14,15]) looked into cross-language clone detection. Perez and
Chiba [15] proposed an LSTM-based approach for detecting code clones in Java and Python
programs. They used a Siamese architecture [17] for comparative processing of Java and
Python programs. An AST transformer was used to transform the AST of source code
into a vector whose elements are the indices of AST nodes. Then, a skip-gram model
(unsupervised learning) was used to generate vectors of nodes based on the indices, which
is the uniqueness of their approach. These vectors were fed into a stacked bidirectional
LSTM encoder to produce a single vector in a high-dimensional space. A hash layer was
used to take the output of the LSTM to reduce the dimension. The output of the hash layer
was then input to a feed-forward neural network (classifier) to produce a similarity score.
Nafi et al. [14] proposed a DNN-based approach for detecting code clones in Java, C#,
and Python programs. Similar to Perez and Chiba’s work, they also made use of a Siamese
architecture for comparative processing of code in two different languages. Source code was
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preprocessed (e.g., removing comments) and represented in an AST. From the AST, features
of the source code were extracted based on the feature set proposed by Saini et al. [25].
The features were then input to two identical subnetworks for vector transformation.
The outputs of the subnetworks were concatenated and input to a comparator. They used
API call mapping to learn similarity of code in two different languages in which each API
of one language is mapped to the corresponding API in the other language based on API
call documentation, which was vectorized by using word2vec. An action filter was used
to filter out nonprobable clone pairs based on similarity. Only filtered pairs were input to
the comparator. Finally, the output of the comparator was input to the classification unit
to determine the cloneness of a pair. A major drawback in their approach is the manual
mapping of API calls between languages, which is time consuming and error prone, as
acknowledged in their work.

The existing work on cross-language clone detection suffers from poor performance.
Perez and Chiba reported an F1 score of 0.23, a precision of 0.19, and a recall of 0.90.
Corresponding measures of Nafi et al.’s work were 0.57, 0.68, and 0.5, which is slightly
better than Perez and Chiba’s work, but still not viable because the improvement was
mainly aided by the heavy manual process for API mapping. CLCD-I notably outperforms
the existing work without requiring any manual handling.

3. Data Preparation

We conducted the experiments based on a dataset from a programming competition
website (https:/ /atcoder.jp [accessed: 13 May 2022]), which collects Java and Python
programs to solve various problems (e.g., Fibonacci series) and classifies them per problem
title. Each submission was made in only one language (either Python or Java) per problem
title. Thus, it can be ensured that the submissions under the same title are clones. Figure 1
shows an example of a clone in Java and Python that solves the selection sort. The two
programs exhibit similar structures of nested loops with a comparison construct at the end,
which leads to similar ASTs.

public void selectionSort(int data[]) { def selectionSort(data, size):
for (int i = 0; i < data.length - 1; i++) { for i in range(size):
int min = i; min = i
for (int j = i + 1; j < data.length; j++) { for j in range(i + 1, size):
if (data[j] < data[min]) { if data[j] < data[min]:
min = j; min = j
} (data[i], data[min]) = (data[min], data[i])

}

int temp = data[i];
data[i] = data[min];
data[min] = temp;

(a) Selection Sort in Java (b) Selection Sort in Python
Figure 1. Clone example: Selection sort in Java and Python.

For this work, we collected 22,318 Python programs submitted for 461 problems
and 20,828 Java programs submitted for 504 problems and paired them for 445 common
problems. In our experiment, we split the dataset into 70% for training and 30% for
validation. Figure 2 shows the embedding process by using InferCode. For contrastive
learning, we augmented the collected pairs of Java and Python programs by adding a label
of “1” for clones and “0” for disclones. The labeled pairs are then passed to InferCode to
produce embeddings.
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Figure 2. Source code embedding by using InferCode.

In order to avoid too many clone pairs of Java and Python code, we merge the Python
code set and the Java code set by using the inner join operation with indexing. Figure 3
illustrates the merging process. In each set, the programs that solve the same problem are
indexed. Then, the programs in the two sets that solve the same program and the same
index are merged. Algorithm 1 describes the merging process. Disclone pairs are created in
a similar process by using different problems.

Python Code | Problem Title | Index

pl t1 1

p2 t1 2

p3 t2 1

p4 t2 2 Python Code | Java Code Problem Title |Index
pl j1 t1 1
p2 j2 t1 2
p3 3 t2 1

Java Code Problem Title | Index p4 ja t2 2

i1 t1 1

2 t1 2

j3 t2 1

j4 2 2

Figure 3. Merging Java set and Python set.

Algorithm 1 Create Clone Pairs

1: createClonePairs(dataset) : clonePairs
2: < dataset_Python,dataset_Java >+ split(dataset)
. grouped_Python < groupByProblemTitle(dataset_Python)

B~ W

. grouped_Java < groupByProblemTitle(dataset_Java)
5. indexed_Python < index(grouped_Python)
6: indexed_Java < index(grouped_Java)

7. clonePairs < join(indexed_Python,indexed_Java)

4. Source Code Embedding by Using InferCode

We use InferCode [16] for embedding source code. InferCode is a self-supervised
learning technique for embedding source code based on the subtrees of an AST. A strong
benefit of InferCode is that it requires no human labeling for unlabeled datasets. In our
work, it learns to label code snippets by using AST subtrees. A label is generated for each
code snippet based on the subtrees of the AST representing the code. After learning based
on the label, prediction is then made on the probability of the subtrees existing in given
source code by minimizing the loss between the subtrees and the code. The more data are
labeled, the higher accuracy of prediction.

InferCode extends tree-based convolutional neural network (TBCNN) [39,40], a source
code encoder, by including the textual information (i.e., tokens) in node initialization in
addition to its type information and replacing the dynamic max pooling with an attention
mechanism to aggregate nodes into one fixed embedding. Code clone detection requires
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exhaustive feature engineering [41] which is even more demanding in cross-language clone
detection. The existing work [14,15] on cross-language clone detection relies on manual
feature engineering, which is prone to bias and inaccurate in feature selection. The self-
supervised learning in TBCNN makes manual feature engineering obsolete. There also
exist other embedding techniques, such as code2vec [42] and code2seq [43], which are
designed for a specific task, such as unsupervised learning code clustering (code2vec) and
supervised name prediction(code2seq). Unlike these techniques, TBCNN is meant to be
more general supporting various downstream tasks, which makes it suitable for code clone
detection in different languages.

InferCode takes three steps to learn source code representations—(i) learning node rep-
resentations, (ii) aggregating node embeddings into a single embedding, and (iii) learning
the probability of a subtree for prediction. For the AST of given source code, the information
of the AST is accumulated from bottom to top where a parent node contains information
about its descendants. Each node v; in a subtree of AST is associated with D-dimensional
real-valued vector x, € RP represented as Xy = Xtype + Xyoken (token and text of v;) as an
input feature. A convolution window over the AST is created and moves via a binary
tree. Figure 4 illustrates the convolution window moving over an AST from bottom to
top. The weight matrix of each node is computed by the weighted sum of W!, W!, W’
€ RP*Deach representing the weight of top, left, and right in the binary tree and a bias
term b € RP. The convolutional output y of the window is then computed as Equation (1)
where « represents the activation function and nf, n;, and nl are weights reflecting the
depth and position of each node [16]. We have

K
y:a(Z[ant—l—nﬁWl+an’]xi+b>. (1)
n=1

if if (y==5) if if

/\\ X +=y*2; ///\\ L A i //\\ ! @

1 1 1 1
1 1 1 1
) ,» LR TR Lisoeee- -
/ \ i AN s / \: VAN | i / N E AR / \\ ' .
y 50 x * ' y 51 X * ! y 5 :x * y 5 X *
1
1 [ S i
VAN RN @ /\ /\
Y 2 y 2 y 2 y 2

Figure 4. Convolution window moving over an AST in TBCNN.

Node embeddings are combined into one fixed embedding representing the whole
AST by using an attention mechanism. The attention weight «; of each node h; is computed
as Equation (2) where @ is the global attention vector, which is randomly initialized and
learned as networks are updated. This assigns a higher weight to a similar subtree. We have

a; = M @)
Y1 exp(h; - )

Given that, the aggregated vector 7 is computed as Equation (3):

o - Ei- (3)

™=

’(7:
1

The aggregated vector with attention weight makes the Siamese architecture in CLCD-
I much lighter in terms of the amount of data needed for training. Given the aggregated
vector, the probability g(;) of a subtree [; € L (the set of subtrees) to appear in the given
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code snippet is computed as Equation (4) where Wis”ht”es is the embedding of a subtree
I; [16]:
ex (Z_f- Wsuhtrees)
() = b

T yn = bt :
Lfer exp(s - W)

)

5. CLCD-I: Deep Learning Approach

We present CLCD-], a deep learning-based approach for cross-language code clone
detection. The collection of Java and Python code pairs is split into a clone set and a
disclone set. The sets are then input to InferCode to generate embeddings. The embeddings
are fed into a Siamese architecture for comparative process of Java and Python code.
Figure 5 shows the Siamese architecture. It consists of two equivalent networks that
have the same architecture and trainable parameters. The model takes as input pairs of
similar embeddings for learning clones and dissimilar embeddings for learning disclones.
The model has an alternation of dense and dropout layers for deep learning while reducing
overfitting. Unlike Perez et al.’s work [15] where different weights were used between the
two networks of their Siamese model, we use the same weight in both networks of our
model. They considered that the two networks have different domains as each network
takes a different programming language. However, we argue that the domains are of the
same nature as both networks take embeddings at the statement-level and thus, the same
weight should be used. The weight is updated consistently between the networks during
backpropagation. We measure similarity between the output of the two networks by using
the pairwise contrastive loss function [44], which calculates the Euclidean distance between
the embeddings in a pair. If their similarity is above the preset threshold [17], then the
pair is considered as similar and labeled with “1”. Otherwise, the pair is considered as
dissimilar and labeled with “0”. The output of the loss function is then backpropagated
for learning. The model is updated only for similar clones to reinforce the distinction of
similar clones from dissimilar clones.

Input Layer Flatten DenseDropoutDense Dropout Dense
TN DT, T - (T
I
|

|
———

-
|
|
|
T
|
|
|

I =
i
Java :f‘> i
Embeddings b
I
i
I

Python :C
Embeddings

Figure 5. The Siamese architecture in CLCD-L

For a pair of Python embedding py,,,;, and Java embedding java,,,;, the Siamese model
produces the weighted output Oy (pYemp) from the Python network and the weighted
output Oy (java,,;) from the Java network. Given those outputs, their Euclidean distance
approximating the similarity of the two embeddings is computed as Equation (5):

DW(pyenzb/javuemh) :” OW(pyemb) - OW(javaemb) ||2 . @)

Given the distance, the loss function is defined as Equation (6), where Y € {0,1}
(0 indicating dissimilarity and 1 indicating similarity) and m is a margin to limit the
contribution of dissimilar pairs to the loss function. That is, only the pair whose distance is
within the margin is allowed to contribute to the function. If the distance is higher than the
margin (Dy (x;) > m), m — Dy becomes negative and thus, 0 is chosen, which makes the
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distance ignored. That s, for a given pair x;, the equation results in (1 — Y) 1 (DW (xi)z) +0
if the pair is similar and 0 + (Y)} (max{O, m — Dy (x;) }2> if dissimilar. We have

—_

LOY, W, Pyt o) = (1= V)3 (Dyo)? + (V)3 {max(0, m~ Dy)}%. (6)

2
Given Equation (6), the total loss for k number of similar pairs and k number of
dissimilar pairs (a total of 2k number of pairs) is computed as Equation (7):

2k

L<W) = ZL(W/Y/ pyémb/jvfzmb)' @)
i=1

6. Compared Models

For a comparative study, we compare CLCD-I with three LSTM models—a vanilla
LSTM autoencoder (AE), LSTM AE with Loung attention (LA) [45], and LSTM AE with
Bahdanau attention (BA) [46]. A vanilla LSTM AE is an implementation of the encoder—
decoder LSTM architecture for processing sequential data. It was chosen because the
cross-language clone detection problem can be viewed as a translation problem where a
Python code snippet is translated into its Java counterpart (or vice versa) if they are clones.
Cross-language clone detection is also a sequence to sequence (seq2seq) problem where
each AST token is processed one at a time step by the encoder and decoder, which makes
LSTM AE suitable for the problem.

Figure 6 shows the vanilla LSTM AE used in this work. It consists of an encoder and
a decoder. The encoder takes Java embeddings as input and produces a context vector.
The decoder takes the context vector together with Python embeddings as input and
produces the probability of the Java embeddings being similar to the Python embeddings.
The cell state of an LSTM unit in the encoder accumulates hidden states from all previous
units. That is, the cell state of the last unit contains the hidden state of all the units in the
encoder. However, when the input sequence is long, information loss might occur in the
last unit, leading to low accuracy, which is a downside of vanilla LSTM AE.

Java. +» Encoder —» Context | pocoder s Probability
Embeddings Vector
Python
Embeddings

Figure 6. Vanilla LSTM AE.

LSTM with BA (LSTM+BA) addresses the limitation of vanilla LSTM AE by using BA.
Figure 7 shows the LSTM+BA model used in this work. Unlike vanilla LSTM AE where
only the last hidden state of the encoder is used, LSTM+BA uses all the hidden states of the
encoder along with the decoder’s hidden states generated at all the time steps. The decoder
states are initialized by using all the hidden states of the encoder. At each decoding time
step—(1) the encoder’s all hidden states and the previous decoder’s output are used to
calculate a global context vector by using BA, and (2) the context vector is concatenated
with the previous decoder’s output to create the input to the current decoder. BA scores
how well the hidden states h; of the encoder matches the previous hidden state h;_1 of the
decoder (previous time step output). Equation (8) defines the alignment score function of
BA [46] where h;_1 is the previous hidden state of the decoder, & is all the hidden states of
the encoder, T is the transpose of a matrix, and W is the weight matrix for parameterizing
the calculations. Due to the use of the addition operation in the function, BA is also referred
to as additive attention. We have

a(hy, hs) = ol tanh(Wyh_q + Waks). 8)
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The score is then input to the softmax function to calculate the attention weight as
Equation (9) where S is the length of the input sequence:

exp(score(hy, hs))

E exp(score(ht, hy)) ‘ 9)

s'=1

Kts =

The context vector ¢; is built by applying the attention weight to the hidden states of
the decoder as Equation (10):

S
cr =) aishs. (10)
s=1
Java ] Context g -
— Encoder |§—> — §| Decoder
Embeddings £ Vector 2 — Probability
Python
Embeddings

Figure 7. LSTM+BA.

LSTM with LA (LSTM+LA) is similar to LSTM+BA from an architectural perspective.
A major difference lies in the computation of alignment scores. Unlike BA, where the score
function uses the previous hidden state of the decoder, LA’s score function uses the current
hidden state of the decoder. Moreover, whereas BA uses an addition operation in the score
function, LA uses a multiplicative operation in the function. Equation (11) shows three
alternative functions of LA for computing alignment scores [45]. In this work, we use the
general function. We have

1T hs dot
score(hy, hs) = { h] Wh; general (11)
hItanh(W[hi; hs])  concat.

7. Evaluation

We compared CLCD-I with the three LSTM models in Section 5 for their performance.
For consistency, we configured the three LSTM models to have the same 16 LSTM units in
their encoder and decoder. The input of the LSTM models was split into four time steps.
For a fair comparison, we set the number of epochs for all the four models to 25 with
the same patience level in the early stopping mode which terminates the training when
validation and training loss no longer converge. The vanilla LSTM AE stopped at the 25th
epoch, whereas LSTM+BA and LSTM+LA stopped at the 20th and 21st epoch respectively.
The SGD optimizer was used in all models. About 17,000 pairs of Python and Java programs
were used. The models were trained with only similar pairs to learn cloneness.

Figure 8 shows the loss of the four models. It demonstrates a decent convergence
on training loss except the vanilla LSTM AE. CLCD-I outperformed the others in both
training and validation loss, which indicates its well fitting with the training and validation
data. The narrow gap between the training and validation loss of CLCD-I indicates better
generalizability to unseen data.
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model_encoder_decoder loss model_encoder_ decoder loss

(a) CLCD-I (b) Vanilla LSTM AE
Figure 8. Training and validation loss.

(c) LSTM+BA (d) LSTM+LA

Figure 9 shows the accuracy of the four models. LSTM+BA and LSTM+LA demon-
strated competitive accuracy to each other in both training and validation. The vanilla
LSTM shows competitive training accuracy, but lower validation accuracy. CLCD-I demon-
strated the worst accuracy. However, CLCD-I outperformed the others on F1 measure
by 30% on average as shown in Table 1. This answers “Yes” to the research question (1)
posed in Section 1. This indicates that CLCD-I is more effective on false negatives and
false positives.

v o
(a) CLCD-1 (b) Vanilla LSTM (c) LSTM+BA (d) LSTM+LA
Figure 9. Training and validation accuracy.
Table 1. Performance comparison.
Models Precision Recall F1-Measure Accuracy
CLCD-I 0.99 0.63 0.78 0.40
Vanilla LSTM 0.60 0.45 0.53 0.76
LSTM+BA 0.59 0.45 0.54 0.75
LSTM+LA 0.62 0.53 0.56 0.74

We also compared CLCD-I with the existing cross-language code clone approaches—
CLCDSA [14] and Perez and Chiba’s work [15]. Table 2 shows the result. CLCD-I out-
performed the existing approaches on F1 measure by 15% on average, which answers the
research question (2) posed in Section 1. We think that it is likely due to the improved
efficiency by the contrastive loss function (cf. Section 5).

Table 2. Perfomance comparison of CLCD-I with other models.

Models Precision Recall F1-Measure
CLCD-I 0.99 0.63 0.78
CLCDSA [14] 0.67 0.65 0.66
Perez and Chiba’s work [15]  0.66 0.83 0.66

8. Conclusions

We have presented CLCD-I for detecting cross-language code clones. CLCD-I uses
InferCode for source code embedding and a Siamese architecture with the quadratic
contrastive loss function to improve performance. A main advantage of CLCD-I comes
from the use of InferCode which self-learns labeling code snippets by using AST subtrees,
which removes the burden of manual labelling. CLCD-I was experimented for comparative
performance with vanilla LSTM AE, LSTM+BA, and LSTM+LA. CLCD-I underperformed
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on accuracy, but outperformed on precision, recall, and F1 measure, which indicates CLCD-
I'is more efficient on false negatives and false positives. In comparison to the existing work,
CLCD-I outperformed on F1 measure. CLCD-I is limited to Type III clones. We plan to
further investigate semantic clones of Type IV by mapping source code to control flow
graphs and generating embeddings from control flow graphs by using graph2vec. We also
plan to look at clones in other languages such as C++ and C#.
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