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Abstract: Automatic short answer scoring methods have been developed with various algorithms
over the decades. In the Indonesian language, the string-based similarity is more commonly used.
This method is difficult to accurately measure the similarity of two sentences with significantly
different word lengths. This problem has been handled by the Geometric Average Normalized-
Longest Common Subsequence (GAN-LCS) method by eliminating non-contributive words utilizing
the Longest Common Subsequence method. However, students’ answers may vary not only in
character length but also in the words they choose. For instance, some students tend only to write
the abbreviations or acronyms of the phrase instead of writing meaningful words. As a result, it will
reduce the intersection character between the reference answer and the student answer. Moreover, it
can change the sentence structure even though it has the same meaning by definition. Therefore, this
study aims to improve GAN-LCS method performance by incorporating the abbreviation checker to
handle the abbreviations or acronyms found in the reference answer or student answer. The dataset
used in this study consisted of 10 questions with 1 reference answer for each question and 585 student
answers. The experimental results show an improvement in GAN-LCS performance that could run
34.43% faster. Meanwhile, the Root Mean Square Error (RSME) value became lower by 7.65% and the
correlation value was increased by 8%. Looking forward, future studies may continue to investigate
a method for automatically generate the abbreviations dictionary.

Keywords: automatic short answer scoring; sentence similarity scoring; abbreviations checker;
query expansion

1. Introduction

The COVID-19 pandemic has had a significant impact on a number of global issues
that directly affect human life, including health, tourism, and the economy. After the health
sector, the education sector has been the most impacted by COVID-19 [1]. During the
pandemic, distance learning became mainstream [2] and the educational system switched
to online classes [3]. This transformation also significantly increases MOOC enrollment
and encourages massive MOOC implementation [4]. Not only that, assessments have also
been conducted through computer-based systems. The assessments can take the form of
multiple-choice, short answer, and essay that are scored either manually or automatically
calculated by the computer systems [5].

In relation to the automatic scoring technique, automatic essay scoring has evolved
with various algorithms in the last few decades. By using the automatic system, students’
answers can be efficiently and fairly evaluated by the algorithm based on the teacher’s
reference answer [5]. There are several advantages to using the automatic approach,
including the ability to assess student answers faster [6] and being more objective and
consistent [7].
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Automatic essay scoring can be categorized into two categories: Automated Short
Answer Scoring (ASAS) and Automated Essay Scoring (AES). What makes them different
is the length of the answer. Automatic Short Answer Scoring can only be used when the
length of the answer is not less than one phrase, and can possibly assess one paragraph [5]
that contains four sentences [8]. However, Burrow states [5] that, before 2015, there were
35 methods for ASAS, but none of them perform as well as humans do. This situation
encourages many researchers to work harder so that the system can show more accurate
results. On the other side, Automatic Essay Scoring can be implemented to assess longer
series of sentences. In addition, some previous studies discussing the Indonesian language
focused more on the AES rather than ASAS.

Furthermore, certain methods that frequently used were String-Based Similarity,
namely, Cosine Similarity [9–12], Latent Semantic Analysis (LSA) [13–17], Winnowing
Algorithm [18], and Semantic Text Similarity (STS) [19].

Those methods, also, can hardly handle the short answer case. String-Based Similarity
requires keywords or terms of the student answer to be identical to the reference answer. In
short answer cases, the keywords or terms used may only appear once or even not appear
at all [12]. Furthermore, String-Based Similarity methods have great difficulty to accurately
measure the similarity of two sentences that consist of different words or character lengths.
Pribadi [20] proposed a new method named Geometric Average Normalized-Longest
Common Subsequence (GAN-LCS). It is a type of Character-Based Similarity approach that
can be used to handle the variety of student answers, which still have the same meaning
but different character lengths. It utilizes the variations of reference answers with automatic
generation using Maximum Marginal Relevance (MMR).

Notwithstanding, the students’ answers could vary the character length of the word
they chose; some students would often write only the abbreviations or the acronyms.
Consequently, GAN-LCS accuracy will be decreased. As it is known, GAN-LCS uses
the intersection between the sequence of characters on references and student answers.
When the intersection character between references and student answer is reduced, the
accuracy of GAN-LCS is also decreased. To overcome this problem, this research proposed
an abbreviations checker method to handle the abbreviations and acronyms that might be
found in the reference answer or student answers.

2. Materials and Methods
2.1. Research Method

Figure 1 illustrates the research flow of our study. At first, data collection was collected
from the questions and answers in a quiz on the Information System Analysis and Design
course at the Department of Informatics Engineering, Politeknik Negeri Ketapang.
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Secondly, we applied a pre-processing method, which consisted of seven steps: case
folding, line break removal, punctuation removal, numbering removal, stop-word removal,
stemming, and the last pre-processing step was applying the proposed method called the
abbreviations checker marked by the blue square in Figure 1. In the pre-processing step,
we added a new approach different from the original one by using stop-word removal and
stemming, marked in the gray square on Figure 1, in which these steps were not applied to
the original method proposed by Pribadi [20].

The third and fourth steps were adopted from Pribadi’s proposed method [20] by
using MMR to generate variant reference answers and using the GAN-LCS method to
calculate the final score. The last step was performance evaluation to measure the similarity
between the score generated by the system and the score manually calculated by the teacher.

2.2. Dataset

The dataset consists of 10 questions with 1 teacher response to each question as a
reference answer and 587 student answers in Indonesian that was scored by the teacher
manually in the range from 0 to 10. Each question was answered by between 57 and
59 students. Table 1 shows an example of a dataset fragment consisting of questions,
the teacher answer marked as the reference answer, student answers, and the score for
each answer.

Table 1. Example of the dataset fragment.

Respondent Answer Score

* Teacher DFD, Kamus Data, ERD 10

Student 1

1. DFD
2. Kamus Data
3. ERD

10

Student 2

1. DFD
2. Kamus Data
3. Entity Relationship Diagram
4. State Transition Diagram
5. Structured Chart
6. Diagram SADT

10

Student 3

1. DFD (Data Flow Diagram)
2. Kamus Data
3. Entity Relationship Diagram (ERD)

10

. . . . . . . . .

Student 59
DFD (Data Flow Diagram–Diagram Arus
Data, DAD)Kamus DataEntity Relationship
Diagram (ERD)

10

* Reference Answer.

2.3. Text Pre-Processing

The text pre-processing step is conducted to clean the answer from unwanted charac-
ters that can distract the calculation process. In this study, we perform several stages of the
pre-processing method, consisting of:

1. Case folding is performed to convert all the characters into lowercase [21];
2. Line break removal is performed to convert a multi-line answer into a long single-line

answer;
3. Punctuation removal is performed to remove all meaningless characters from the

string;
4. Numbering removal is performed to convert a numbered list text into a long flattened

string;
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5. Stopword removal is performed to remove words included in the stopword list. The
stopword list consists of the words that have a high chance of appearing in the string
but are meaningless;

6. The stopword list used in this study comes from the Stopwords Indonesian (ID) repos-
itory by Stopwords ISO [22], consisting of 758 words based on Tala’s research [23];

7. Stemming is a method to find the root word using several techniques [24]. The
stemming library used in this study comes from the Sastrawi Repository [25]. This
library is constructed based on the Nazief-Adriani Algorithm [26] as well as the
algorithm based on Asian’s [27], Arifin’s [28], and Tahitoe’s [29] research.

2.4. Abbreviations Dictionary

The abbreviations dictionary is a set of word lists consisting of abbreviations or
acronyms and their definitions. Even though there is a ready-to-use third-party abbre-
viations dictionary, we were unable to use it in this study due to the possibility that an
abbreviation has a different meaning in other domains.

Due to this, the manual approach is the best choice for generating the abbreviations
dictionary. The teacher must construct the dictionary manually for each exam session by
creating a list of terms and the definition that appears in the reference answer. Moreover,
the term and definition in the dictionary must be written in lowercase because the scoring
method we used in this study is a character-based approach; the capitalized character and
the lowercase one will be recognized as different characters by the scoring system.

In this study, we used an abbreviations dictionary consisting of fifteen words based
on our dataset. The dictionary was later used in the abbreviation checking process and
compared to the teacher’s answer and the student’s answers.

Table 2 shows an example of an abbreviations dictionary that consists of the terms and
the definition.

Table 2. Example of the dataset fragment.

Term Definition

dad diagram arus data
dfd data flow diagram
erd entity relationship diagram
. . . . . .

sadt structured analysis and design technique

2.5. Abbreviations Checker

The abbreviations checker is a method that is proposed to minimize the character
length difference and increase the character intersection between two sentences without
changing the meaning of the sentence by expanding the query that is used to get the
more relevant result [30]. Figure 2 shows the process of the abbreviations checker and is
explained as follows:

1. Import the abbreviations dictionary. This dictionary should be attached to the system;
2. Find abbreviations and acronyms in the reference answer. This step results in two

outputs, first is the list of terms that are found in the reference answers. The second
is the new abbreviations dictionary based on the abbreviations or acronyms that are
used in the reference answer;

3. Extract the definition of the terms;
4. Append the definition to the next of the terms. If the definition has been written in the

sentence and the term is not found in the sentence, the term will be inserted before
the definition;

5. New final string is constructed;
6. The same process is performed for all student answers but with the new abbreviations

dictionary that was created on process 2.
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2.6. Generate Reference Answer Using Maximum Marginal Relevance (MMR)

The ASAS scoring method requires a variety of reference answers to gain the best
accuracy while dealing with the diversity of student answers [31,32]. The heterogeneity
of student answers occurred because the students had their own way of constructing
the sentences.

The variation of reference answers for much research has been conducted using
various methods, including manual and automatic approaches. The manual approach that
was used in [31,33] required the teacher to make more than one reference answer to cover
the possibility of student answers using a different structure.

The automatic approach demonstrated by Mohler [34] automatically generates ref-
erence answers from the student answers. This method uses the Rocchio method to find
student answers that are the most similar to the reference answer. However, the Rocchio
method has a drawback because it requires a time-consuming training process.

Pribadi, on the other hand, proposed a new method for automatically generating
alternative reference answers using Maximum Marginal Relevance (MMR). The MMR
method is one of a text extraction document technique that can summarize one or many
documents by rank and compares the similarities between the documents [35].

Equation (1) formulated the MMR method, with Q representing the reference answer,
Di representing the student answers, and DJ representing the student answer with the
highest MMR score from the previous iteration. λ is a constant that can be used to adjust
the relevance or diversity of sentences, with a value ranging from 0 to 1. The λ value that
is closest to 1 means that the two sentences are more similar, and vice versa. In his paper,
Pribadi uses a value of 0.85 based on [35] that is also implemented in this study. The result
is a collection of different reference answers generated from available student answers that
are the most similar to the teacher’s answer.

In this study, we use three iterations and provide three variant reference answers. Since
each question has its own reference answer from the teacher, the output of this process is
four reference answers, including the original reference answer. Sim, in Equation (1), is the
method to measure the similarity between sentences, such as Di to Q or Di to DJ , utilizing
the Cosine Coefficient (CC) equation, as shown in (2). CC is a technique to measure the
relevance between two sentences, with R as the first sentence and S as the second sentence.
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MMR = argmax
Di∈R\S

[
λ(Sim1(Di, Q))− (1− λ) max

Dj∈S
Sim2

(
Di, Dj

)]
(1)

CC =
R ∩ S√
R .
√

S
(2)

2.7. Geometric Average Normalized-Longest Common Subsequence (GAN-LCS)

Pribadi [20] proposed the GAN-LCS method to deal with the problem of measuring
the similarity of sentences with significantly different character lengths. This method
uses the Longest Common Subsequence (LCS) method, which measures the length of the
intersection of characters between the sentence of the reference answer (R) and the sentence
of the student answer (S). The GAN-LCS method is formulated in (3), with the denominator
min(|R|,|S|) utilized to eliminate non-contributive words and increase the similarity
between the two sentences:

Sim(R, S) =
2
√
|R||S|

|R|+ |S| .exp
(

log
(

lscR∩S
min(|R|, |S|)

))
(3)

Equation (3) determines the degree of similarity between the student response and
each reference response. We are using four reference answers in this research; therefore,
each student will get four temporary scores, which will later be converted to a final score
by multiplying the maximum similarity of the four previous values by the maximum score
for each question as shown in (4):

Score = max
(
Sim

(
Si, Rj

))
∗ms (4)

Sim(Si,Rj) is the similarity score between the i-th student answer and the j-th reference
answer. The ms is the maximum score that a student can achieve if the answer is very
similar to the reference answer. In this study, we set the maximum score to 10 since this
score is the highest score based on our dataset.

2.8. Performance Evaluation

In this study, the evaluation metrics used are two popular metrics used to score a
continuous variable—Pearson’s Correlation test and the Root Mean Square Error test [36].
The Pearson’s Correlation test is used to measure the gap between human-generated and
system-generated scores. This test is represented in the range from −1 to 1, where the
higher value means the better result. The correlation value (r) equation is shown in (5):

Correlation(x, y) = ∑(xi − x)(yi − y)√
∑(xi − x)2 ∑(yi − y)2

(5)

The second test is the Root Mean Square Error or RMSE. This test is to measure the
differences between system-generated and human-generated scores. This test is represented
by the value from 0 to unlimited. This test result is always bigger than 0, and the lower the
RMSE’s value is, the better it performs. The RMSE equation is shown in (6):

RMSE =

√
∑N

n=1(ŷn − yi)
2

T
(6)

In addition, we added a third test called Mean Absolute Percentage Error (MAPE) [37]
to measure the average differences between system-generated and human-generated scores.
This evaluation can also measure the success rate of ASAS [16]. The MAPE equation is
shown in (7), where x(i) is the score from the lecturer and y(i) is the system-generated score,
while n is the number of the data. After the mean absolute error using the MAPE equation
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is obtained, we can also get the Percentage Accuracy (PA) [37] by subtracting the value of
100 with the MAPE value, as shown in (8):

MAPE =
∑n

i=1

∣∣∣ |xi− yi |
xi

∣∣∣
n

× 100 (7)

PA = 100−MAPE (8)

The very last evaluation test used in this study was the Execution Time Test. This
test is used to measure and compare the difference in character length before and after
the proposed method is applied. The output was evaluated using Percentage Change, as
shown in (9), to show the improvement in the performance in percentage value. This test
also shows us the correlation to the time consumption needed to process the whole dataset
in a scatter plot chart. We have also evaluated the algorithm performance through time
complexity using Big O Notation.

Percentage Change = 100 × ( f inal value− initial value)
|initial value| (9)

3. Experiment Result
3.1. Abbreviations Checker

The implementation of an abbreviations checker for the reference answer (R) and the
student answers (S1 and S2) with the defined dictionary (D) can be described as follows:

D = {‘dad’, ‘dfd’, ‘erd’, . . . ‘satd’}
R = ‘dfd kamus data erd’
S1 = ‘dfd kamus data erd’
S2 = ‘data flow diagram kamus data entity relationship diagram’
It is important to remember that both the reference answer and student answers have

had the pre-processed method applied beforehand; therefore, all of the answer has been
transformed into a single long sentence. At this point, we can see that R and S1 have a
perfect match, but with S2, even though it has the same meaning, it has different character
length and sentence structure.

The first step in applying the abbreviations checker is to find the terms in D that
appeared in R and to store it as a new dictionary (D′), then extract the definition of each
term, as shown in Table 3.

Table 3. Example of the used abbreviations dictionary (D′).

Term Definition

dfd data flow diagram
erd entity relationship diagram

The next step is to append the definition exactly after the position of the term in the
sentence. For this step, if the definition has been written in the sentence and the term is not
found in the sentence, the term will be inserted into the left position of the definition. In
this case, we can apply this to Sentence R, S1, and S2, then the results are stored as R′, S1′,
and S2′:

R′ = ‘dfd data flow diagram kamus data erd entity relationship diagram’
S1′ = ‘dfd data flow diagram kamus data erd entity relationship diagram’
S2′ = ‘dfd data flow diagram kamus data erd entity relationship diagram’
We can see the changes in each sentence marked by the word in bold. At this point,

three sentences have been modified into a new form. Both S1′ and S2′ now have a per-
fect match to R′. This operation has been performed without changing the meaning of
the sentences.
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3.2. GAN-LCS Scoring

The GAN-LCS scoring can be applied directly to measure the similarity between two
sentences. In this study, we created several scenarios to discover the effect of using an
abbreviations dictionary to enhance GAN-LCS Scoring performance. Here is an example to
calculate the similarity between two sentences using two versions of sentences, the original
one and one modified by the abbreviation checker, marked by the accent symbol:

R = ‘dfd kamus data erd’
R′ = ‘dfd data flow diagram kamus data erd entity relationship diagram’
S1 = ‘dfd kamus data erd’
S1′ = ‘dfd data flow diagram kamus data erd entity relationship diagram’
S2 = ‘data flow diagram kamus data entity relationship diagram’
S2′ = ‘dfd data flow diagram kamus data erd entity relationship diagram’

Scenario 1:
Sim(R, S1) and Sim(R, S2)

Sim(R, S1) =
2
√

20× 20
20 + 20

.exp
(

log
(

20
20

))
= 1

Sim(R, S2) =
2
√

20× 56
20 + 56

.exp
(

log
(

20
20

))
= 0.88

Scenario 2:
Sim(R’, S1’) and Sim(R’, S2’)

Sim
(

R′, S1′
)
=

2
√

64× 64
64 + 64

.exp
(

log
(

64
64

))
= 1

Sim
(

R′, S2′
)
=

2
√

64× 64
64 + 64

.exp
(

log
(

64
64

))
= 1

In Scenario 2, we can see that the S2 score was higher by 0.12 or increased by 12% after
applying the abbreviations checker and the Scenario 2 score now has a perfect match with
the human-generated score without interfering with the meaning of the sentence.

3.3. Performance Evaluation

Performance evaluation in this study focused on four outputs. The first output is the
performance of the proposed method through 585 answers from students. These outputs
are shown in Table 4, and the performance is measured by four metrics: Correlation, RMSE,
MAPE, and PA.

Table 4. Performance Evaluation of the Proposed Method.

Question No Response Correlation RSME MAPE PA

A1 59 0.726 1.386 14.15% 85.85%
A2 59 0.284 1.685 12.17% 87.83%
A3 59 0.692 1.086 8.33% 91.67%
A4 59 0.724 0.896 5.89% 94.11%
A5 58 0.39 1.547 13.94% 86.06%
A6 59 0.771 0.896 6.96% 93.04%
A7 59 0.208 1.701 14.25% 85.75%
A8 59 0.261 1.775 17.56% 82.44%
A9 57 0.784 1.371 15.12% 84.88%
A10 57 0.552 0.938 7.25% 92.75%

Total/Average 585 0.539 1.328 11.56% 88.44%
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The second output compares the GAN-LCS performance and the proposed method
performance through RMSE, correlation, and the MAPE value. These comparisons are
represented by three graphs, as shown in Figure 3.
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The third output, as shown in Table 5, summarizes the performance comparison
between the two methods regarding execution time, character length, average value of the
correlation, Root Mean Square Error (RMSE), Mean Absolute Percentage Error (MAPE),
and Percentage Accuracy (PA).

Table 5. Performance Comparison between GAN-LCS and the Proposed Method.

Evaluation Metric GAN-LCS * Proposed
Method

Actual
Difference

Percentage
Change

Execution Time 17.41 s 10.72 s 6.69 s 34.43% faster
Character Length 114.395 93.086 21.309 18.63% less character

Correlation 0.50 0.54 0.04 8% higher
RMSE 1.438 1.328 0.110 7.65% lower
MAPE 12.94% 11.56% 1.37% 1.37% lower

PA 87.07% 88.44% 1.37% 1.37% lower
* GAN-LCS + Stemmer, Stopword Removal, and Abbreviations Checker.

The last output is the performance evaluation of the algorithm through time complexity
using Big O Notation. There are two outputs in this performance evaluation, the first is
the comparison of character length and time consumption between GAN-LCS and the
proposed method after the stemming process, stopword, and abbreviations checker is
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added, as shown in Table 6. The second is a graph, as shown in Figure 4, that illustrates the
comparison of total character length and total algorithm time execution.

Table 6. Performance Comparison between GAN-LCS and the Proposed Method.

Question
Number

Character Length Execution Time (in Seconds)

GAN-LCS * Proposed
Method

Actual
Diff

Percentage
Change GAN-LCS * Proposed

Method
Actual

Diff
Percentage

Change

A1 7.810 6.234 −1.576 −20.18% 0.7127 0.3536 −0.3591 −50.39%
A2 14.717 11.857 −2.860 −19.43% 3.1934 1.8487 −1.3447 −42.11%
A3 10.403 8.256 −2.147 −20.64% 1.6016 0.8717 −0.7299 −45.57%
A4 14.802 11.326 −3.476 −23.48% 3.3080 1.6682 −1.6398 −49.57%
A5 21.048 16.521 −4.527 −21.51% 2.8806 1.6945 −1.1861 −41.18%
A6 10.302 8.185 −2.117 −20.55% 1.3898 1.1271 −0.2627 −18.90%
A7 9.410 7.778 −1.632 −17.34% 1.4551 0.8853 −0.5698 −39.16%
A8 10.629 8.626 −2.003 −18.84% 1.3876 0.7360 −0.6516 −46.96%
A9 7.409 7.499 90 +1.21% 0.1133 0.3851 0.2718 +239.89%

A10 9.327 7.988 −1.339 −14.36% 0.8315 0.6394 −0.1921 −23.10%

Total/Avg 115.857 94.270 −21.580 −18.63% 16.8736 10.2096 −6.6640 −39.49%

* GAN-LCS + Stemmer, Stopword Removal, and Abbreviations Checker.
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Figure 4. Abbreviations checker process.

4. Discussion

As shown in Table 4, the approach showed an overall performance with an 84.44%
mean accuracy score for ten questions. The best performance was presented by the question
number A4 with an accuracy score of 94.11% and 5.89% for the error mean score.

Additionally, it showed the greatest and lowest value of correlation. The lowest value
of correlation, 0.208, was obtained by question number A7, while question number A9
presented 0.784 as the greatest correlation value. In the same way, the best RMSE value
was 0.896 for question numbers A4 and A6, with an average of 1.328, which means this
value is still better than the original method.

A significant result occurred with question number A9. The proposed method
achieved 84.88% Percentage Accuracy while only 73.04% with the original method, which
means there is an improvement in accuracy of 11.84%. Nevertheless, this achievement has
a drawback with the execution time taking longer because of the addition of characters in
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the sentences, an effect of the abbreviation checker that will append the definition or the
term of abbreviation inside the question. As a result, the scoring process becomes slower,
0.27 s from the original method, as shown in Table 5.

The GAN-LCS time performance was dependent on the total character number of
the sentences. Figure 4 illustrates that the time execution required increased following the
exponential line trend. This is because the GAN-LCS has time complexity O(m.n), where m
is the character length of the reference answer, and n is the character length of the student
answer. Since there are four reference answers, the time required for scoring one answer is
then multiplied by four.

The time complexity O(m.n) was completely influenced by LCS time complexity since it
has the most significant effect on the whole process in (3). Based on this, the implementation
of stemming and stopword removal will help reduce the non-contributive characters in the
sentence so that the process will be a lot faster.

There are two contributions in this study. The first is the proposed method named the
abbreviations checker to minimalize the character length difference and increase the charac-
ter intersection between two sentences without changing the meaning of the sentence. This
method will restructure the sentence so that both the reference answer and student answer
get an additional term that will expand the query used to retrieve more relevant results.

However, the abbreviations dictionary generation used in this research still used the
manual approach due to the possibility that an abbreviation has a different meaning in
other domains.

The second is the implementation of stemming and stopword removal in the pre-
processing process. These two pre-processing stages reduced the number of characters
by 21,309 characters or approximately 18.63%, as shown in Table 5. This reduction also
increases the number of the same characters and the same word structure throughout the
stemming process. As a result, besides reducing execution time, this method can also
slightly increase the accuracy. This method reduces the time execution by 6.69 s or 34.43%
compared to the original one.

Overall, the system has good performance, although it still has a shortcoming in terms
of low correlation found in questions A2, A5, A7, and A8. It occurred because questions A2
and A5 were a type of open-answer question that required a longer length response, while
questions A7 and A8 demanded the students explain certain steps in the correct order. This
is because the method used does not look at the sentence according to its language structure
but only sees the sentence through the character structure that composes it. However, this
approach has the advantage of being able to be used widely without being limited by
the language.

Additionally, this study also showed how the students answered the question. There
were some students answered the question by incorporating the question into their response
while others did not. These ways of how students answered the questions influenced the
final score. Therefore, to overcome that problem, it needed to incorporate a method to
remove the question sentence from the answers.

5. Conclusions

Based on the result of this study, the approaches provide an overall improvement to
the GAN-LCS method. It showed a 0.110 lower value in RMSE and 0.04 higher value in
correlation, or an increased by 8%. In addition, the MAPE values were lower by 1.37%,
which meant the accuracy was increased by 1.37%. Moreover, this approach was able to
fasten the execution duration by 34.43%.

Further research is expected to be able to process the dataset with a more varied
question type to handle other ways students answer, especially for short answer type
questions. The automatic approach for generating an abbreviation dictionary based on the
exam session is also expected to be developed with future research.
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In the future, the accuracy of GAN-LCS can be improved by using other query ex-
pansion techniques, such as synonymous and polysemous words to retrieve relevant
information so that it can identify sentences with the same meaning but different structures.
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The following abbreviations are used in this manuscript:

AES Automatic Essay Scoring
ASAS Automatic Short Answer Scoring
DFD Data Flow Diagram
ERD Entity Relationship Diagram
GAN-LCS Geometric Average Normalized-Longest Common Subsequence
LCS Longest Common Subsequence
LSA Latent Semantic Analysis
MAPE Mean Absolute Percentage Error
MMR Maximum Marginal Relevance
PA Percentage Accuracy
QE Query Expansion
RMSE Root Mean Square Error
SATD Structured Analysis and Design Technique
STS Semantic Text Similarity
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