
Supplementary Material: 

Reads from the 128 samples that underwent total RNA sequencing were processed 

using the CHURP pipeline (1). Briefly, read quality was assessed with fastqc (2), and 

reads were trimmed using trimmomatic (v.33) (3) to remove the first 3 base pairs of R2 

(as these are from the SMART-seq Stranded adapter), adapters and low quality bases. 

Reads were aligned to hg38 using hisat2 (4) and assigned to genes in Ensembl GrCh38 

release 100 using Rsubread (5).  

In addition to protein-coding RNA, total RNA from exosomal vesicles frequently contains 

rRNA, repeats, and other ncRNA. To understand how reads were distributed across 

RNA classes, we used ALFA (v1.11) (6) with the GRCh38 Ensembl release 100 gtf 

modified to include non-genic repeats from the UCSC Genome Browser repeatmasker 

track.  

Subsequent analyses were carried out in R (v.4.0.4). Prior to differential expression 

analysis, 12 samples were removed: one sample was from a patient undergoing 

treatment for athlete’s foot, one had incomplete clinical data, four had fewer than 

150,000 reads assigned to genes, and six were IDH1 mutants. This yielded a final 

dataset with 85 glioblastoma patient samples (48 male, 37 female) and 31 control 

samples (14 male and 17 female). Data were filtered to remove genes less than 100bp 

in length, and were lowly expressed (filtered using edgeR’s filterByExpr with default 

settings except min.count set to 3) prior to differential expression. Differential 

expression analysis was carried out using edgeR (7) with sequencer (HiSeq 2500 and 

NovaSeq 6000) and sex included as factors in the analysis. Differential expression 

comparisons are outlined in this material. We used LASSO regression, as implemented 



by the 'glmnet’ package (4, 8) in R (v.4.0.4) (9), to create a logistic regression model 

with L1 regularization. Data were divided into training (70%) and test (30%) sets, 

stratified by sequencer batch. To estimate lambda, the tuning parameter for the penalty 

term for the data, cross-validation (via cv.glmnet) was run 100 times on the training 

dataset, and the mean squared errors were averaged to identify the lambda with the 

lowest average MSE across all runs. Using that lambda value, a single, final LASSO 

regression was run on the training data to create the final model. All datasets used in 

LASSO regression were unbalanced. To assess the effect of the unbalanced design on 

the model performance, each LASSO model was regenerated 100 times, randomly 

permuting the response variable each time. ROC and precision-recall curves were 

prepared using pROC (10). The raw data and the processed gene count tables are 

available through the GEO database under GSE228512. 

 

 

Whole Western blots of the Supplementary Figure S1 is presented as follows: 
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