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Abstract: Mineral mapping from satellite images provides valuable insights into subsurface mineral
alteration for geothermal exploration. In previous studies, eight fundamental algorithms were
used for mineral mapping utilizing USGS spectra, a collection of reflectance spectra containing
samples of minerals, rocks, and soils created by the USGS. We used an ASD FieldSpec 4 Hi-RES NG
portable spectrometer to collect spectra for analyzing ASTER images of the Coso Geothermal Field.
Then, we established the ground-truth information and the spectral library by analyzing 97 samples.
Samples collected from the field were analyzed using the CSIRO TSG (The Spectral Geologist of the
Commonwealth Scientific and Industrial Research Organization). Based on the mineralogy study,
multiple high-purity spectra of geothermal alteration minerals were selected from collected data,
including alunite, chalcedony, hematite, kaolinite, and opal. Eight mineral spectral target detection
algorithms were applied to the preprocessed satellite data with a proposed local spectral library. We
measured the highest overall accuracy of 87% for alunite, 95% for opal, 83% for chalcedony, 60% for
hematite, and 96% for kaolinite out of these eight algorithms. Three, four, five, and eight algorithms
were fused to extract mineral alteration with the obtained target detection results. The results prove
that the fusion of algorithms gives better results than using individual ones. In conclusion, this paper
discusses the significance of evaluating different mapping algorithms. It proposes a robust fusion
approach to extract mineral maps as an indicator for geothermal exploration.

Keywords: fusion of mineral mapping algorithm; ASTER mineral mapping; mineral alteration for
geothermal extraction

1. Introduction

Spectral analysis is a powerful technique that involves the analysis of material com-
position by detecting naturally reflected and emitted electromagnetic waves from various
substances [1]. The advancement of remote sensing technology has rendered the exami-
nation of spectral patterns and the generation of cartographic representations delineating
distinct materials across extensive terrestrial expanses feasible. Spectral mapping through
remote sensing imagery has emerged as a well-established method supporting spatial
research endeavors, encompassing diverse fields such as geology [2-5], biology [6-8], and
urban planning [9-11]. Remote sensing technology and data play integral roles in geological
studies, facilitating the exploration of mineral deposits [12-14], petroleum resources [15,16],
and geothermal energy [17-21].

Recently, numerous studies in remote sensing have demonstrated the effectiveness of
mineral mapping from satellite images [22-24]. Spectral analysis of remote sensing supports
geological exploration over a large area. Landsat-8 and Sentinel-2 have been widely adopted
among the recent multispectral satellites, along with older satellites like ASTER, which
provide open-source data for various purposes, including mineral mapping [25-29]. These
satellites are equipped with spectral sensors that collect information on specific spectral
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bands from continuous material spectra. Multiple studies on mineral mapping use spectral
analysis to support mineral exploration. For instance, a study utilized Landsat Thematic
Mapper (TM) data to map kaolinite and alunite alteration zones [30,31]. By analyzing
the reflectance spectra and employing a minimum noise fraction, matched filter, and
spectral unmixing algorithms, they identified and delineated hydrothermal alteration zones
within the study area. In another study, researchers used multispectral satellite imagery
(PlanetScope, Landsat8-OLI, and Sentinel2-MSI) to map topsoil properties (clay, sand,
organic matter and iron contents, and soil color). By employing a cubist algorithm, they
identified and mapped the distribution of topsoil properties, aiding in resource exploration
and planning [32].

Furthermore, advancements in satellite technology have significantly improved min-
eral mapping capabilities. Mineral traces on the ground are distinctive signs of ore beneath
the surface. Another study mapped iron oxides, hydroxides, and hydrothermal alteration
with more precise identification and characterization of minerals based on the Crosta al-
gorithm [33]. In another study, the researcher employed multispectral satellite imagery
(ASTER) to map key hydrothermal minerals, revealing three successive zones of alter-
ations, i.e., argillic, phyllic, and propylitic [34]. This information contributed to a better
understanding of the mineral resources in arid regions.

Various algorithms are adopted in mineral mapping using remote sensing [35-38].
Among the most widely utilized algorithms are target detection algorithms that analyze
a target mineral spectrum through a restricted set of bands to discern the distribution of
various minerals. To provide a widespread application of these algorithms, the remote
sensing software ENVI 5.7 adopts eight different algorithms [39], namely, Adaptive Coher-
ence Estimator (ACE) [40,41], Constrained Energy Minimization (CEM) [42-44], Matched
Filtering (MF) [45,46], Mixture-Tuned Matched Filtering (MTMF) [47,48], Orthogonal Sub-
space Projection (OSP) [49-51], Spectral Angle Mapper (SAM) [52], Target-Constrained
Interference-Minimized Filter (TCIMF) [51,53,54], and Mixture-Tuned Target-Constrained
Interference-Minimized Filter (MTTCIMF) [54,55].

Some of the research, as mentioned above, has primarily focused on individual al-
gorithm results or examined a single mineral using one of these specific algorithms. The
critical question of which algorithm effectively identifies different mineral species still
needs to be solved, necessitating extensive research. Additionally, a method that fuses the
results of different algorithms has yet to be developed, and no studies have been conducted
on how well this fusion will yield results. Consequently, developing an improved algo-
rithm or a combination of algorithms for mineral mapping becomes important. Despite
some researchers dedicating efforts to evaluating various spectral mapping algorithms,
particularly the eight algorithms featured in ENVI software, most of these studies have
not been devoted exclusively to mineral spectral mapping [55-61]. Furthermore, some
researchers did not validate the results of their geological and mineral mapping outcomes
using ground-truth information [12,35,36]. As a result, the effectiveness and quality of dif-
ferent algorithms for targeting geological objects need to be more transparent and requires
further research.

Mineral mapping for geothermal exploration is not exempt from the issues mentioned
above and encounters comparable challenges, as previously mentioned. The reliability
issue of the mapping outputs has always been a subject of concern. Therefore, there is an
immediate need to enhance the accuracy of remote sensing mapping algorithms since this
progress can significantly save exploration costs and time.

This study assessed the effectiveness of different mineral mapping algorithms and
their fusion utilizing ground-truth data from a geothermal site. To accomplish this, we
obtained pure spectra derived from samples collected from the geothermal field. Further-
more, we developed a novel framework to fuse the chosen algorithms to improve the
accuracy of mineral mapping. We compared the results of different combinations with
the Receiver Operating Characteristic (ROC) curves and their Area Under the ROC Curve
(AUC) values. The progress made in evaluating mapping accuracy has the potential to
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enhance geothermal exploration procedures greatly with the exploration of minerals. The
key to achieving accurate mineral mapping lies in identifying specific combinations of
algorithms for each mineral. Ultimately, the execution of these analyses would have been
impractical without accumulating a significant amount of ground-truth data, which serves
as the unique contribution of our approach. As far as the authors know, no publication has
yet incorporated a comprehensive ground-truthing analysis to evaluate the effectiveness of
the mineral mapping algorithm on a large scale.

2. Materials and Method
2.1. Coso Geothermal Field and Materials
The Coso Geothermal Field in Inyo County of Eastern California is in the Mojave

Desert’s Coso Range from the Sierra Nevada’s east rim. The map of the Coso Geothermal
Field is presented in Figure 1.
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Figure 1. Map of the Coso Geothermal Field.

Austin and Pringle initially recognized the potential for geothermal energy production
in 1970, leading to extensive exploration and development efforts that culminated in the
online operation of power generation facilities at Coso during the 1980s [62]. Moreover, due
to its potential for enhanced geothermal systems (EGS) research and applications, the Coso
Geothermal Field was selected as one of the research sites for the US Department of Energy’s
FORGE (Frontier Observatory for Research in Geothermal Energy) program [29,63].

The local rock units were dominated by a large variety of igneous rocks, including
mafic rocks (basalt and gabbro), intermediate rocks (andesite and diorite), and felsic rocks
(rhyolite and granite). The latest Quaternary volcanic activity created the major rhyolite
domes and pyroclastic coverings at Coso [64]. The alteration minerals that occurred at
Coso Geothermal Field included but were not limited to the following minerals: alunite,
anhydrite, calcite, chalcedony, chlorite, epidote, goethite, hematite, illite, kaolinite, mont-
morillonite, opal, rutile, and smectite [65]. The research focused on those minerals that
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obtained spectra from the local samples of Coso. These samples collected from the field
research for creating pure spectra were used for field and satellite image analysis.

The geological samples extracted from the Coso Geothermal Field served as the
fundamental basis for the field data. Through analysis of 97 samples collected from
various locations in Coso, the research allowed us to create ground-truth information
and a spectral library specific to the Coso Geothermal Field. The collection of geological
samples encompassed multiple locations within Coso, including prominent geothermal
sites such as Devil’s Kitchen, Nicol Pad, and Wheeler Pad, as depicted in Figure 2. It
illustrates the distribution of 97 samples gathered at the Coso site within the targeted
area. As previously mentioned, samples were taken from critical regions except for the
restricted Coso Hot Spring location. These samples underwent spectral analysis using
an ASD FieldSpec 4 spectroradiometer, a device that records the reflectance spectra of
samples across 2151 wavelength channels ranging from 350 to 2500 nm. Conducting
spectral collection in controlled environments helps to eliminate unwanted factors like
noise or atmospheric effects. Beyond the initial examination of the samples’ physical
attributes in the field, laboratory analysis was performed to determine their potential
mineral composition. SEM-based automated mineralogy was utilized on chosen samples
to study alteration mineralogy, while portable X-ray fluorescence (pXRF) was employed on
most samples to gather supplementary data.
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Figure 2. Locations of samples collected from Coso Geothermal.

In addition to field data, the satellite data were used for target detection analysis.
We downloaded ASTER (The Advanced Spaceborne Thermal Emission and Reflection
Radiometer) satellite images, including VNIR (visible and near-infrared, 400 to 1000 nm)
and SWIR (Short-Wavelength Infrared, 1000 to 2500 nm) information. The acquired ASTER
product in this research was Level 1 Precision Terrain Corrected Registered At-Sensor Radi-
ance (AST_L1T) data, which were created from a single resampling of the corresponding
ASTER L1A (AST_L1A) product. The AST_L1T contains calibrated at-sensor radiance
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corresponding with the ASTER Level 1B. Hence, the AST_L1T was geometrically corrected
and rotated to a north-up UTM projection [66].

2.2. Methods

The research introduces a novel framework, as illustrated in Figure 3, to produce
more accurate mineral maps compared to using a single algorithm. The raw satellite data
undergo required preprocessing to facilitate subsequent mineral spectral target detection.
Meanwhile, the field data from the research area undergo field data analysis to identify
mineralogy, establish a spectral library, and obtain ground-truth information for accuracy
assessment. Creating a spectral library within this study ensures higher precision in the
mineral mapping process. Subsequently, the preprocessed satellite data and spectral library
are employed to execute mineral spectral target detection using eight algorithms shown
in the dashed rectangle. The target detection results for various minerals and algorithms
are then used to generate mineral distribution density accordingly. The density maps
and ground-truth information are utilized to assess accuracy, allowing researchers to
select better mapping algorithms concerning performance. Subsequently, the preferred
mapping algorithms with enhanced accuracy enable the final fusion of mineral maps to
produce refined mineral maps for further analysis and utilization. We have applied the
accuracy assessment on the final fusion of the mineral map for comparison with individual
methods’ accuracy.
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Figure 3. The proposed framework for fusion mineral maps.

2.2.1. Field Data Analysis

Apart from observing the geological occurrence and condition of the samples, various
instruments were utilized to analyze them for potential mineralogy. Some researchers used
X-ray fluorescence (XRF) analysis based on a portable device [67-69] and Scanning Electron
Microscopy (SEM) with a mineralogy-analyzing feature [70-72] to accurately understand
the content and type of the samples.

In conjunction with proposing and developing a distinctive hyperspectral analysis
framework, field samples were collected to obtain pure spectra instead of USGS spectra for
spectral analysis, thereby offering valuable suggestions regarding the mineralogy in the
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samples. This process enabled a more accurate and detailed examination of the mineral
composition and facilitated the practical application of the proposed hyperspectral analysis
methodology. Figure 4 shows the fundamental approach for analyzing field samples.
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Figure 4. Fundamental steps for the field sample data analysis.

In this study, the ASD FieldSpec 4 Hi-RES NG portable spectrometer was used to
collect hyperspectral data from samples. The spectra were analyzed using the CSIRO
TSG [73-75], the THOR Material Identification tool in ENVI software that adopts the SAM
algorithm [52], and the Fully Constrained Linear Spectral Unmixing (FCLSU) algorithm in
MATLAB [76].

In addition to the hyperspectral analysis, this research used the Bruker TRACER 5i
Handheld XRF Analyzer to collect enrichment levels of multiple elements as geochemical
supporting information for mineralogy. Furthermore, this research analyzed 12 samples
by SEM with the TESCAN TIMA system [77] and Bruker AMICS system [72]. The SEM
analysis provides detailed mineralogy that consolidates the local mineralogy inference of
Coso samples.

Based on the mineralogy study, multiple high-purity spectra of geothermal alteration
minerals were selected after in-detail analysis from collected samples, including alunite,
chalcedony, hematite, kaolinite, and opal. Furthermore, the early research reviewed the
samples’ mineralogy with a focus on the presence of the minerals listed above. The
spectral data from the Coso local samples can be used in mineral mapping to better
identify the regional targets. Furthermore, the ground-truth data that logged either the
positive or negative presence of the target geothermal alternation minerals and the sampling
coordinates can be considered the ground-truth information for evaluating the accuracy
of the mineral maps. After all these field and laboratory analyses, we produced a pure
spectral library for further mineral mapping analysis.

2.2.2. Satellite Data Processing and Mineral Spectral Mapping

The initial stage of potential mineral distribution mapping involves preprocessing
satellite images. This preparatory step ensures that the satellite data are appropriately
processed and ready for further analysis, enabling the accurate detection and mapping
of potential mineral occurrences across the study area. Figure 5 shows the fundamental
approach for the fusion of the mineral map analysis using satellite images. This approach
to analyzing satellite data was cross-verified with field data and analyses. Additionally, we
created a specialized spectral library for the geothermal fields utilized in this study, opting
for this instead of the USGS spectral library. The local spectral library was found to yield
better outcomes than those achieved with USGS spectra. This contribution further enhances



Remote Sens. 2024, 16, 1223

7 of 26

the research into various cases and fields. Given the absence of a fusion approach in earlier
studies, the innovation lies in the fusion method and the algorithm we developed. Our
proposed framework and algorithm will greatly assist researchers in identifying the most
effective method combinations for a wide range of fields and scenarios. This framework has
proven highly adaptable and transferable across various studies, showcasing its success.
This approach and framework, along with a range of developed algorithms, can be applied
to any other type of individual method mineral analysis map. Thus, this study broadly
applies to different cases, sites, and algorithms beyond the selected eight.
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Figure 5. Framework for extraction of mineral alteration and fusion of mineral maps.

As the field data analysis steps have been thoroughly covered in the previous section,
there is no need to reiterate them in the flowchart.

The ENVI software was utilized to process ASTER satellite data with radiometric
calibration. Subsequently, the research applied the QUAC (QUick Atmospheric Correction)
method for atmospheric calibration [78-80]. The reflectance values of the ASTER data were
then normalized to a range between 0 and 1, allowing for effective comparison with spectra
obtained from the Coso spectral library. Since the minerals explored in different layers are
different, these differences sometimes intersect in a very small area. To avoid losing as
many intersecting areas as possible, we resampled the data to 3 x 3 m. Additionally, any
human-made objects in the image were masked, eliminating potential interference from
non-natural elements during the subsequent target detection analysis. These preprocesses
set the fieldwork for further spectral analysis and mineral mapping studies.

The research employed the Target Detection Wizard tool within the ENVI software to
ascertain the potential distribution of various minerals to generate a raw target detection
dataset. This dataset comprised all target minerals (alunite, chalcedony, hematite, kaolinite,
and opal), each possessing high-purity spectra sourced from the Coso Geothermal Field.

The target detection dataset contained the coordinates of each pixel in the satellite
image and the evaluation results produced by each selected algorithm for different target
minerals. Additionally, the dataset included the corresponding matching values associated
with each target mineral, thereby facilitating the identification and analysis of potential
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mineral occurrences across the study area. All eight mapping algorithms in ENVI were
used for target detection, and preliminary mineral maps were produced.

2.2.3. Mineral Mapping Algorithms

The following subsections explain these eight methods in detail.

Adaptive Coherence Estimator (ACE):

The ACE [81] algorithm was derived from the Generalized Likelihood Ratio (GLR) [82].
It calculates the pixel and target spectrum ratio and determines whether both spectra are
consistent. Since ACE does not require all the end members to be understood in the
research area, it is suitable when the background conditions are unclear or variable [40,41].
In addition, the ACE’s result does not vary because of the change in the relative scope of
the input spectra dataset.

The calculation of the ACE value is:

(dTZ*1x>2

dTZ”d) (xTzflx)

Tace(x) =
(

where d is the target spectrum, x is the pixel spectrum, and X is the background covariance
matrix [55].

Constrained Energy Minimization (CEM):

The CEM algorithm also calculates the consistency based on the target spectrum, pixel
spectrum, and background correlation or covariance matrix. Like the ACE algorithm, the
CEM algorithm does not require all the end members to be understood in the research
area. One of the challenges of the CEM algorithm in multispectral analysis is insufficient
dimensionality [43]. The CEM algorithm is also like the OSP algorithm, which was also
covered in this paper, but CEM is better at removing unidentified signals and suppressing
noise [44]. The calculation of the CEM value is:

dlys =1y

Tcem(x) = Ty 14

where d is the target spectrum, x is the pixel spectrum, and X is the background correlation
or covariance matrix [55].

Matched Filtering (MF):

The MF algorithm has a concept similar to that of the CEM algorithm. The MF
algorithm provides a matching level by calculation from the target spectrum, pixel spectrum,
background mean vector, and the background covariance matrix. The MF algorithm does
not require all the end members to be understood in the area of interest. The shortcoming
of the MF algorithm is the handling of spectral unmixing. Furthermore, the MF algorithm
is not ideal for discriminating the targets with similar spectral patterns and eventually
provides false positive responses [46]. The calculation of MF value is:

d—w)'= x—p)
d—w)'= Y d—p)

where d is the target spectrum, x is the pixel spectrum, y is the background mean vector,
and X is the background covariance matrix [55].

Mixture-Tuned Matched Filtering (MTME):

The MTMEF algorithm is based on the MF algorithm. The difference is that the MTMF
algorithm adopts a minimum noise fraction (MNF) transformed image as input. The MNF
transformation calculates a score that describes the possibility of each pixel being a mixture
of the known target and other background materials. With the better ability to identify and
reject false positives, the MTMF algorithm was helpful in the detection and discrimination
of minor target materials that present similar spectra to background materials [46].

Tpr(x) =
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Orthogonal Subspace Projection (OSP):

The OSP algorithm has a theory that is related to the MF and CEM algorithms. The
algorithm reduces the dimensionality and removes the response from non-target materials.
The OSP algorithm provides satisfactory results when the target spectra have distinct
patterns. However, the analytical results could present lower quality if the target and non-
target spectra are similar. To apply the OSP algorithm, at least two spectra are necessary
to assign the target and non-target. The variation in the input spectra dataset may lead to
different results. The calculation of the OSP value is:

dTpi x
Tosp(x) = 4
TP} d

where d is the target spectrum, x is the pixel spectrum, and Pj; is the orthogonal subspace
projector. The calculation of the orthogonal subspace projector was based on the number of
bands (L) and the non-target spectra matrix (U) [55].

Spectral Angle Mapper (SAM):

The SAM algorithm calculates the similarity between a target and reference spectrum.
Both spectra are considered a vector in an n-dimensional space, where n is the number of
bands. If the angle between two vectors is 0, the two vectors are the same. Therefore, the
smaller SAM value means that the two spectra are similar. The SAM algorithm does not
require end members to be understood in the research area. The calculation of the SAM
value is:

dlx
(dTd) P (T x) 12

where d is the reference spectrum, and x is the pixel spectrum [55].

Target-Constrained Interference-Minimized Filter (TCIMF):

The TCIMF algorithm is a modification based initially on the ACE algorithm. While
detecting the target material, it also establishes a filter that eliminates the influence of
non-target materials. Like the OSP algorithm, this algorithm requires at least two spectra to
identify the target and non-target materials for analysis. The variation in the input spectra
dataset may lead to different results. The calculation of the TCIMF value is:

Tsam(x) =

Trcime(x) = R™Hd U] ([d uj'Rd U])il [1px10q1]x

where x is the pixel spectrum, d is the target spectrum, U is the non-target spectra matrix, p is
the number of target spectra, ¢ is the amount of non-target spectra, and R is the background
correlation or covariance matrix [54,55].

Mixture-Tuned Target-Constrained Interference-Minimized Filter (MTTCIMEF):

The MTTCIMF algorithm utilizes the MTMF and TCIMF algorithms. Therefore, it
needs MNF transformation for its input as the MTME. It also requires at least two spectra
to identify the target and non-target materials, such as TCIME. The variation in the input
spectra dataset may lead to different results. However, the MTTCIMF algorithm can
potentially provide better analysis than the MTMF [55].

The proceeding of the algorithms OSP, TCIMF, and MTTCIMEF requires the understand-
ing of background conditions and the assignment of non-target spectra. Since this research
used the five high-purity mineral spectra from the Coso spectral library as the targets,
those other than the target spectrum will be identified as non-target spectra. However, it is
difficult to identify all of the mineral occurrences of an area, which also brings the challenge
of identifying all non-target end members.

With the preliminary target detection data, this study adopted an R Script designed
to generate fusion mineral maps as grid data [22,83]. After applying each respective
method, a new mineral map was generated. These maps are composed of grid pixels, each
representing the likelihood of the presence of a designated mineral. Upon the execution
of eight distinct algorithms for selected minerals, a total of eight mineral maps were



Remote Sens. 2024, 16, 1223

10 of 26

produced. The fusion algorithm utilized quartile methods to identify pixels with the
highest probability values by combining the mineral maps. The fusion approach has the
advantage of isolating pixels with the highest probability rather than simply consolidating
maps from the eight algorithms. The fusion algorithm facilitates the precise allocation of
target minerals, the selection of appropriate mapping algorithms, and the establishment of
mapping thresholds, thereby enabling the efficient creation of fusion mineral maps across
various quartiles. The quality metrics guide the user in determining which combination
of methods is best suited for their study field and case. Users can then fuse the chosen
algorithms using the same approach, employing the developed algorithm. We used a 0.99
threshold to obtain the highest target mineral probability pixels for further analysis in eight
algorithms. The fusion of mineral maps provides a single grid map of preliminary mineral
maps of eight algorithms. The research processed the raster data of mineral maps with
a Python script that calculates the point density and generates density maps of different
minerals and algorithms. The density maps better illustrate the distribution of various
minerals based on different mapping algorithms. All visual outputs and basic visual
representations are visualized in ArcDesktop 10.4.1 software.

2.3. Quality Metrics

We developed and employed a Python-based density algorithm to analyze the ground-
truth point data and the mineral density maps to assess accuracy. The Python script was
developed explicitly for density analysis to ascertain the likelihood of specific mineral
occurrences in a given area. By scrutinizing the density maps, the script could identify
transitions from high to low density, thereby establishing an appropriate threshold for
positive or negative occurrences of the target mineral. Additionally, the Python script
facilitated a comparative analysis between the mineral density maps and the ground-truth
points, constructing a confusion matrix detailing the outcomes of mineral occurrences. The
confusion matrix encompassed information on true positive, false positive, true negative,
and false negative instances.

Table 1 shows the matrix that enabled the computation of various performance metrics,
including the accuracy, precision, recall, F1 score, and ROC curve with AUC, for different
mapping algorithms.

Table 1. A typical true/false confusion matrix.

Actual Value
Confusion Matrix
Positive Negative
Positive True Positive (TP) False Positive (FP)
Prediction value
Negative False Negative (FN) True Negative (TN)

Total Actual Positive (TAP) Total Actual Negative (TAN)

Subsequently, through a ranking process based on the accuracy assessment results,
the research could discern the mapping algorithms that exhibited superior performance
in targeting the desired mineral. Building upon these findings, we selected the more
accurate mapping algorithms and combined their results to generate a refined mineral
mapping. This fusion approach yielded mineral maps with improved accuracy, enhancing
the potential for geothermal resource exploration at the Coso Geothermal Field.

After applying the fusion algorithm to different methods, we compared the quality of
the various fusion options with ROC curves. A ROC curve typically presents a graphical
representation of two key performance metrics for a classification model. The x-axis
illustrates the false positive rate, representing the number of cases incorrectly identified as
positive out of the total negative cases. The y-axis showcases the true positive rate, also
known as recall or sensitivity [84].
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Once all the true/false positives and true/false negatives were identified, the true
positive rate and false positive rate were calculated as

P and FPR = i

TPR =775 TAN

3. Implementation of Proposed Framework

After preprocessing the data downloaded from the USGS website and data collected
from the field, we employed the Mineral Spectral Target Detection method available in
ENVI, indicated in Figure 5 with the spectra we created with the data collected from the
field. Instead of visualizing all analysis results in this paper, the opal map results for eight
algorithms are visualized in Figure 6. All other analyses are shared using the link provided
in the attachment section at the end.
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Figure 6. Result of opal mineral according to eight algorithms.

Since the mineral maps’ results could be too sparse to calculate the accuracy assess-
ment, we created the mineral map’s density, as shown in Figure 7. It reveals a notable
similarity in the distribution patterns among the mapping algorithms CEM, MF, and MTMF.
TCIMF, OSP, and MTTCIMF results also show a similar distribution pattern among them-
selves.. These observations suggest a certain level of agreement or consistency in the results
obtained from these algorithmic approaches.
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Figure 7. Density results of opal mineral according to eight algorithms.

We executed the accuracy assessment, incorporating the preliminary mineral maps
and the ground-truth data obtained from the Coso Geothermal Field as input. These maps
were transformed into density maps, illustrated for opal minerals with the ACE algorithm
in Figure 8, to facilitate intermediate data visualization during the evaluation process. We
aimed to comprehensively evaluate each mapping algorithm’s performance through the
accuracy assessment, enabling us to identify and select the most effective algorithms for
producing reliable mineral maps. This process is essential for ensuring the accuracy and
quality of the final mineral mapping results, thereby facilitating meaningful insights for
geothermal resource exploration in the Coso Geothermal Field.

Table 2 presents the accuracy results of different mapping algorithms concerning
selected minerals. Through a systematic analysis, the research identified distinct thresholds
that effectively segregated the results into two groups: one displaying higher accuracy
and the other with lower accuracy. This categorization comprehensively evaluated each
algorithm’s performance on individual minerals.

Table 2 compares the accuracy of each method for each mineral to decide which
methods should be fused to have the best mineral alteration map.

In Table 2, the research highlights the mapping algorithms that demonstrated higher
accuracy for each mineral. By counting the occurrences of better performance higher than
68% (rightmost column in Table 2) for each algorithm across all minerals, a decision was
made regarding selecting algorithms to be fused in the subsequent stages. This approach
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allowed the researchers to prioritize and combine the mapping algorithms that exhibited

superior performance, thus aiming to create refined and robust mineral maps.
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Figure 8. The potential opal distribution from the spectral mapping with the ACE algorithm.

Table 2. The accuracy of eight algorithms for selected minerals.

Accuracy Alunite Chalcedony Opal Hematite Kaolinite Count
ACE 0.87 0.56 0.42 0.71 0.91 3
CEM 0.88 0.80 0.76 0.68 0.88 5

MF 0.88 0.80 0.76 0.68 0.88 5
osp 0.85 0.56 0.99 0.74 0.66 3
SAM 0.87 0.85 0.79 0.59 0.88 4

TCIMF 0.88 0.56 0.99 0.66 0.69 3
MTMF 0.88 0.80 0.76 0.68 0.88 5
MTTCIMF 0.88 0.56 0.99 0.66 0.69 3

Based on the outcome of the accuracy assessment, it is evident that the algorithms
CEM, MF, and MTMF exhibited significantly better accuracy performance than the other
algorithms. CEM, MF, and MTMF produced closely matched results statistically and
visually among these eight algorithms. On the other hand, SAM demonstrated a moderate
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level of performance, while ACE, OSP, TCIMF, and MTTCIMF showed poorer performance
with results that were also quite similar.

Compared with earlier studies [57,59], as shown in Table 3 below, this study also
showed that CEM, MF, and MTMEF perform better among the eight algorithms. Meanwhile,
TCIME, OSP, and MTTCIMF have worse performance. This table proves the reliability of the
compatibility of these three research results. This earlier research evaluated the individual
algorithm’s performance but did not fuse the different combinations of algorithms and
their performance, which makes this study unique compared to the previous studies.

Table 3. The rankings of mapping algorithms.

Source Raking
This research CEM = MF = MTMF > SAM > ACE = OSP = TCIMF = MTTCIMF
[57] CEM = MF > MTMF > SAM > ACE > OSP > TCIMF > MTTCIMF
[58] ACE > CEM = MF > SAM > MTMF = TCIMF > OSP > MTTCIMF

Moreover, the ROC curve with AUC values is a good indication for the researchers to
compare the individual algorithm results with the different combinations.

The individual algorithms give different AUC values (Figure 9) ranging from 0.24
to 0.99 for this mineral and this case. As noticed, the accuracy results are varied and
inconsistent in other minerals for individual algorithms. Thus, we deduce that particular
algorithms do not always produce optimal outcomes for all cases and minerals. For
example, ACE is 0.24 for this case, but it may have the best result with the highest AUC
value in another case and mineral. Therefore, the red line, the fusion of the eight algorithms
for opal in this case, has the highest AUC values and the best ROC curve.
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Figure 9. ROC curve with AUC values for opal mineral for individual algorithms and different
fusion combinations.

Therefore, based on these findings, we have exclusively selected the CEM, MF, and
MTMEF algorithms to finalize the refined mineral maps. However, the study finally proves
that the fusion of different options in any case is better than using individual methods.
Therefore, we fused three, four, five, and eight algorithms and compared them with the
ROC curve and AUC values (Table 4). Finally, we developed and proposed a framework
with the R and Python code for fusing selected algorithms by calculating their performance
and accuracy.
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Table 4. Fusion options in different combinations.
Fusion Name Methods
3 Methods (3M) CEM, MF, MTMF
4 Methods (4M) CEM, MF, SAM, MTMF
5 Methods (4M) ACE, CEM, MF, SAM, MTMF
8 Methods (8M) ACE, CEM, MF, OSP, SAM, MTMF, TCIMF, MT TCIMF

The research aims to ensure the highest accuracy and reliability in creating fused
mineral maps by utilizing these selected algorithms. These maps are expected to be
valuable assets in advancing geothermal resource exploration at the Coso Geothermal Field.
Moreover, this study aims to prove that the fusion of different algorithms systematically
gives better results than using the individual method for mineral mapping. Figure 10
shows the ROC curve and AUC values for different fusion options, including the results of
the fusion of three, four, five, and eight algorithms. It proves which option in total is better
than the other options. Even if we indicated that the fusion of mineral maps, in any case,
gives better results than using individual algorithms, it would be logical to have better
results with the best combination of the algorithms. For this purpose, the ROC curve with
the AUC values helps to decide which combination is better. Accordingly, eight-algorithm
fusion works better in alunite, hematite, and opal minerals, as indicated by a red color line.
AUC values are 1.0, 0.959, and 0.991 for alunite, hematite, and opal minerals.

On the other hand, three- and four-algorithm fusion methods work better in chal-
cedony and kaolinite. Their AUC values are 0.913 and 0.921, respectively.

Figure 11 shows the fusion of three, four, five, and eight algorithms for all minerals
but visualizes only opal. The highest mineral alteration is observed in the eight-algorithm
fusion; on the contrary, the lowest mineral alteration of fusion maps is observed in three-
algorithm fusion maps, as expected.
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Figure 10. ROC curve and AUC values for different fusion options.
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4. Results and Discussion

Before evaluating the fusion density maps of opal, we should determine the individual
algorithm results shown in Figure 8. The result of ACE algorithms does not reveal any
cluster of minerals at Coso Hot Spring and Devil’s Kitchen. Only one primary cluster is
indicated on the northwest of the field. From the ground-truth information, we know that
there are opal minerals at Devis’s Kitchen and Coso Hot Spring but not in the northwest.

Figure 11 displays the algorithm fusion map of opal, revealing the identification of two
or more prominent opal clusters. Notably, these clusters precisely correspond to Coso Hot
Spring and Devil’s Kitchen locations, which are significant regional geothermal landscapes.
This alignment reinforces the accuracy and effectiveness of the mapping results, indicating
a successful identification of opal occurrences in these key geothermal areas. Similar results
and findings have also been revealed in the other minerals.

The opal density map obtained from the fusion of the three algorithms is shown in
Figure 12. Furthermore, the density mapping process detected a disseminated opal pattern
northwest of the Coso Geothermal Field. Detecting this disseminated pattern contributes
valuable insights into the distribution of opal in the broader vicinity of the geothermal field.
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Figure 12. Density map of the opal mineral obtained from the fusion of three algorithms.
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The opal density map obtained from the fusion of the four algorithms is shown in
Figure 13. The analysis result shows that there are clusters in Coso Hot Spring and Devil’s
Kitchen. Density at Devil’s Kitchen and Coso Hot Spring is lower than detected by the
fusion of the three algorithms. On the contrary, the mineral density in the northwest is
higher than that detected by the fusion of the three algorithms.
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Figure 13. Density map of the opal mineral obtained from the fusion of four algorithms.

Figure 14 shows the map for the fusion of five algorithms and density map of opal.
The map does not show any significant clusters; however, it does show some small clusters
near Coso Hot Spring and Devil’s Kitchen. The outcome of combining five algorithms is
comparable to that of combining four algorithms. Adding one or two more algorithms did
not yield any improvement in the results.

Furthermore, the mapping process revealed the presence of several major opal clusters
at the northeast and middle of the Coso Geothermal Field. As for the fusion of opal,
depicted in Figure 15, it highlights two major opal clusters located precisely at the positions
of Coso Hot Spring and Devil’s Kitchen. This finding indicates a concentrated accumulation
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of opal in these specific regions, potentially making it an area of interest for further mineral
investigations and resource assessments.
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Figure 14. Density map of the opal mineral obtained from the fusion of five algorithms.

Ultimately, these fusion mineral maps play a critical role in improving geothermal
exploration’s accuracy, efficiency, and effectiveness, offering valuable information for
researchers and industries involved in the renewable energy transition. Integrating these
maps into geothermal exploration practices can lead to more informed decision-making and
pave the way for sustainable and responsible resource utilization in the Coso Geothermal
Field and beyond.

Overall, the fusion maps show the capability of the selected mapping algorithms (CEM,
MF, and MTMF) to accurately delineate opal occurrences, identify important geothermal
features, and recognize additional opal deposits beyond the main geothermal zones. More-
over, the fusion of all eight algorithms results without selection improves the analysis’s
quality and provides consistent results. This outcome enhances understanding of the
mineral’s distribution and potential implications for exploring geothermal resources in the
Coso Geothermal Field and surrounding areas.
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Figure 15. Density map of the opal mineral obtained from the fusion of eight algorithms.

5. Conclusions

The primary objective of this research was to facilitate mineral exploration by selecting
the best combination of mineral mapping algorithms. In addition, we prove that any
combination of fusion of mineral maps is better than the result of the individual algorithm.
Specifically, the study focused on assessing the efficacy of eight distinct mapping algo-
rithms for spectral mapping. There is a clear need for more thorough investigations into
accurately assessing spectral mapping for minerals and rocks. Specifically, evaluating all

eight algorithms simultaneously is essential to ensure a comprehensive evaluation.

To address this research gap, the study introduced an innovative framework designed
to evaluate these eight mapping algorithms in the context of spectral mappings. By employ-
ing this novel approach, we aimed to provide valuable insights into the performance and
reliability of each algorithm, thereby enhancing the understanding of their potential appli-
cations in geothermal exploration efforts. The individual algorithm result was evaluated
with quality metrics and showed that CEM = MF = MTMF > SAM > ACE = OSP = TCIMF
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= MTTCIME. This result is compatible with the previous research. In addition, we evaluate
the performance of the different fusion options by looking at the ROC and AUC values,
which are very important metrics for assessing these types of image analysis results.

The findings of this study hold significant implications for advancing the adoption of
renewable energy sources, as accurate spectral mapping is crucial in identifying and har-
nessing geothermal resources effectively. The research’s pioneering evaluation framework
is expected to contribute to optimizing geothermal exploration strategies and facilitating
the transition toward sustainable energy solutions.

With adequately established ground-truth information that contains mineral occur-
rence information, the framework allows researchers to evaluate mapping results from
different algorithms. The framework supports the decision of the best mapping algorithm
that fits the specific research area of interest, satellite image, or spectral targets. Therefore,
the study reviewed all eight mapping algorithms and identified the best combination for
further analysis instead of a single specific mapping algorithm.

Furthermore, the result from the framework is more reliable than traditional visual
judgment because it is based on ground-truth information and several quality metrics. Ulti-
mately, the proposed framework empowers researchers to make evidence-based decisions,
advance the efficacy and precision of spectral mapping applications, and contribute to the
successful transition toward renewable energy sources.

As a result, the fusion of eight algorithms for alunite, opal, and hematite minerals, four
algorithms for chalcedony minerals, and three algorithms for kaolinite minerals, concerning
their accuracy results derived from the framework, is better than the result of individual
methods for the minerals alunite, chalcedony, hematite, kaolinite, and opal. Fusion of
mineral maps was generated and compiled based on the improved accuracy and reliability
of the selected algorithms. Furthermore, our methodology demonstrated that the fusion
of all eight available algorithms does not always produce the most precise outcomes for
all the minerals under examination. Therefore, investigating algorithm combinations for
precise mineral mapping is of utmost importance. Identifying specific combinations for
each mineral is the key to achieving accurate mineral mapping. Ultimately, executing
these analyses would have been infeasible without accumulating a substantial amount of
ground-truth data, which serves as the distinctive contribution of the presented approach.
To the best of the authors’ knowledge, a publication has yet to include a large-scale ground-
truthing analysis for assessing the performance of the mineral mapping algorithm.

The study proves satellite images are worth considering for mineral alteration mapping
purposes. The mineral alteration map produced with this approach is highly overlapped
with the geothermal zones at Coso. This study’s proposed approach and framework are
novel and worth using in other rock and mineral extraction mapping approaches.

In this study, a satellite image with specific characteristics was studied in a geothermal
area with unique geological features. Therefore, many factors, such as all the features of
the satellite image used, the characteristics of the selected area, and its geological structure,
may change the results of such studies. For this reason, the applicability of this study to
other fields is also the subject of scientific research and needs to be studied in detail.
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