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Abstract: In this paper, a compound-Gaussian model (CGM) with the Nakagami-distributed textures
(CGNG) is proposed to model sea clutter at medium/high grazing angles. The corresponding ampli-
tude distributions are referred to as the CGNG distributions. The analysis of measured data shows
that the CGNG distributions can provide better goodness-of-the-fit to sea clutter at medium/high
grazing angles than the four types of commonly used biparametric distributions. As a new type of
amplitude distribution, its parameter estimation is important for modelling sea clutter. The estimators
from the method of moments (MoM) and the [zlog(z)] estimator from the method of generalized
moments are first given for the CGNG distributions. However, these estimators are sensitive to spo-
radic outliers of large amplitude in the data. As the second contribution of the paper, outlier-robust
tri-percentile estimators of the CGNG distributions are proposed. Moreover, experimental results
using simulated and measured sea clutter data are reported to show the suitability of the CGNG
amplitude distributions and outlier-robustness of the proposed tri-percentile estimators.

Keywords: sea clutter; compound-Gaussian model with Nakagami-distributed textures (CGNG);
CGNG distributions; medium/high grazing angles; outlier-robust tri-percentile estimators

1. Introduction

Sea clutter modelling is of great significance for design and target detection of maritime
radar [1–6] and target detection in high-resolution SAR images of oceanic scenes [7–10].
CGMs with different types of texture distributions have been used to model sea clut-
ter at low grazing angles [11,12]. The famous biparametric distributions include the
K-distributions [13], generalized Pareto distributions [14], CGIG distributions [15], and
CGLN distributions [16]. Their textures follow the Gamma, inverse Gamma, inverse
Gaussian, and lognormal distributions, respectively. In addition, a new type of bipara-
metric distribution, the CIER distribution, is proposed and fits to some measured data
well [17]. Triparametric distributions are also used to model non-Gaussian sea clutter, such
as CG-GIG distributions [18] and generalized K distributions [19], and the corresponding
textures follow the generalized inverse Gaussian distributions and the generalized Gamma
distributions, respectively. The outlier-robust parameter estimation of the triparametric
distributions is rather difficult. When the power parameter of the generalized K distri-
butions is two, the generalized K distributions degenerate to the Nakagami distributions.
In this paper, we introduce a new type of biparametric distributions, the CGM with the
Nakagami-distributed textures (CGNG). Like the four types of commonly used texture
distributions, the Nakagami distributions are a famous type of biparametric distribution
used to characterize positive random variables [20]. At present, the optimal type selection
of sea clutter amplitude distributions is based on statistical analysis of big data [21] instead
of the physical scattering mechanism of the sea surface due to there being too many and
complicated factors. In fact, various types of amplitude distributions are complementary so
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as to subtly model sea clutter in different conditions in a wide selectable space. By analyzing
a Ku-band airborne high-resolution sea clutter database at medium/high grazing angles, it
is found that the K-distributions, generalized Pareto distributions, CGIG distributions, and
CGLN distributions do not always fit the amplitude distributions of the data well, and the
CGNG distributions can better fit the Ku-band airborne high-resolution sea clutter data at
medium/high grazing angles.

Sea clutter modelling includes both model construction and parameter estimation [22,23].
The estimators from the method of moments (MoM) and the [zlog(z)] estimator from the
method of generalized moments are first given for the CGNG distributions. In cluttered
environments of maritime radars, the received radar echoes inevitably contain a fraction of
outliers from boats, reefs, or other strong scatterers on the sea surface [24,25]. It is difficult
to cleanly exclude outliers before parameter estimation. It is difficult for the MoM estima-
tors [14,26–30] and [zlog(z)] estimator [14,27,29,31] to provide robust parameter estimation
in real clutter environments due to their sensitivity to outliers of large amplitudes. For other
types of amplitude distributions, a series of outlier-robust percentile-based estimators, namely
truncated maximum likelihood (TML) estimators or estimators based on the neural networks
and multi-sample percentiles, have been developed in succession [32–39]. Like the CGLN
distributions [27], the CGNG distributions lack analytical expressions, and thus it is difficult
to derive the ML and TML estimates of the parameters.

Inspired by the outlier-robust tri-percentile estimators of CGLN distributions and K-
distributions [32,36], the outlier-robust tri-percentile estimators of the CGNG distributions
are constructed in this paper. First, we determine that the ratio of the two percentiles
is free of the scale parameter and show that the ratio is a monotonic function of the
inverse shape parameter via numerical computation. Second, for the given positions
of two percentiles, we sort the sea clutter amplitude sequence in ascending order, and
the ratio of the two sample percentiles is determined. Then, the estimate of the inverse
shape parameter can be quickly obtained from the ratio using the look-up table method.
Third, the scale parameter estimate can be obtained from the third sample percentile
whose position is determined by the estimate of the inverse shape parameter. Obviously,
the estimation performance depends on the selection of three percentile positions. From
numerical computation and the asymptotic property of the sample percentile [40], the
three optimal percentile positions are determined. Moreover, sea clutter data collected by
an airborne Ku-band high-resolution radar are used to verify the suitability of the CGNG
distributions and the outlier-robust tri-percentile estimators are assessed and compared
using simulated and measured data.

The main novelties and contributions of the paper are shown below:

• A new CGM with Nakagami-distributed textures is proposed to model sea clutter at
medium/high grazing angles. As the grazing angles increase, sea clutter becomes less
spiky, i.e., sea clutter has a slighter tail. We compare the tail of the CGNG distributions
with that of the K distributions, generalized Pareto distributions, CGIG distributions,
and CGLN distributions and find the tails of the CGNG distributions are the slightest.
Therefore, the CGNG distributions are proposed to model sea clutter at medium/high
grazing angles.

• Sea clutter data inevitably contain a fraction of outliers. In order to achieve the
robust parameter estimation of the CGNG distributions, the tri-percentile estimators
are proposed.

This paper is organized as follows. Section 2 introduces the CGNG distributions and
the motivation for using the CGNG distributions to model sea clutter at medium/high
grazing angles, and gives the MoM estimators and [zlog(z)] estimator. Section 3 proposes
the outlier-robust tri-percentile estimators of the CGNG distributions. Section 4 validates
the suitability of the CGNG distributions to high-resolution sea clutter at medium/high
grazing angles and verifies the outlier-robustness of the proposed tri-percentile estimators.
Finally, Section 5 concludes our paper.
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2. Compound-Gaussian Model with Nakagami-Distributed Textures

CGMs have been widely used in sea clutter modeling. In a CGM, sea clutter can be
represented by two independent components, a fast-varying Gaussian speckle component
and a slow-varying texture component [41]. The sea clutter sequence can be simply
expressed as [13]

c(n) =
√

τ(n)u(n). (1)

where n represents the pulse number; τ(n) is a slowly varying texture sequence, that is,
a positive random sequence following different probability distributions; and u(n) is a
complex Gaussian speckle sequence with zero mean and unit variance that conveys the
Doppler spectral characteristics of sea clutter. The texture distributions reflect the power
change of the sea clutter and non-Gaussianity. The biparametric Gamma, inverse Gamma,
inverse Gaussian, and lognormal distributions have been used to model textures so as
to adapt sea clutter data from various conditions. For some high-resolution sea clutter
data at medium/high grazing angles, it is found that the four types of distributions fail
to fit well. Therefore, we attempt to use the biparametric Nakagami distributions [20] to
model textures in sea clutter instead of the four commonly used types of biparametric
distributions. In order for the shape parameter to better reflect the tail thickness of textures,
the Nakagami distributions are expressed as follows:

p(τ; υ, b) =
2Γ2υ(υ + 0.5)τ2υ−1

Γ2υ+1(υ)b2υ
exp

(
−
[

τΓ(υ + 0.5)
bΓ(υ)

]2
)

, τ > 0, b > 0, λ =
1
υ
∈ (0,+∞). (2)

where υ and b are the shape and scale parameters, respectively, and b is equal to the clutter
average power. In (2), we use the inverse shape parameter λ so as to highlight the refined
characterization of non-Gaussianity. The clutter converges to complex Gaussian clutter
when λ tends to zero and the clutter becomes spikier as λ tends to infinity.

In terms of the conditional probability formula, the amplitude of sea clutter fol-
lows the following probability density function (PDF) and the cumulative distribution
function (CDF):

fb,υ(r) =
4Γ2υ(υ+0.5)

Γ2υ+1(υ)
r
b

+∞∫
0

τ2υ−2 exp
(
−
[
τ2 Γ2(υ+0.5)

Γ2(υ)
+ r2

bτ

])
dτ,

Fb,υ(r) = 1 − 2Γ2υ(υ+0.5)
Γ2υ+1(υ)

+∞∫
0

τ2υ−1 exp
(
−
[
τ2 Γ2(υ+0.5)

Γ2(υ)
+ r2

bτ

])
dτ,

r > 0, b > 0, υ = 1/λ ∈ (0,+∞).

(3)

The biparametric distributions in (3) are referred to as the CGNG distributions. The
inverse shape parameter λ reflects the non-Gaussianity of sea clutter. Figure 1 illustrates
the main parts and tail parts of the CGNG distributions when the scale parameter b is fixed
at 1 and the inverse shape parameter λ takes different values. It can be found that the larger
λ is, the stronger the non-Gaussianity of the sea clutter is and the heavier the tail of the sea
clutter is. On the contrary, the non-Gaussianity of the sea clutter becomes weaker when λ
becomes smaller, and the CGNG distributions approximate to the Rayleigh distributions as
λ tends to zero. Its proof is given as follows:

lim
λ→0+

p(τ|1/λ, b) = δ(τ − b),

lim
λ→0+

fb,1/λ(r) = lim
λ→0+

∫ +∞
0

2r
τ exp

(
− r2

τ

)
p(τ|1/λ, b)dτ

= 2r
b exp

(
− r2

b

)
,

lim
λ→0+

Fb,1/λ(r) = 1 − exp
(
− r2

b

)
, ∀r ∈ (0,+∞).

(4)
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The proof is straightforward by using Stirling’s approximation [42,43]. Therefore, the 
limit distribution of the CGNG distributions when λ tends to zero is the Rayleigh distri-
bution. 

  
(a) (b) 

Figure 1. CGNG distributions with different values of λ: (a) main parts; (b) tail parts. 
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Smirnov distance (KSD) [44] in the four different cases when the scale parameter of the 
CGNG distributions is b = 1 and the inverse shape parameter is 0.1, 0.5, 1, and 2, respec-
tively. For each CGNG distribution, the values of the parameters of the four most approx-
imate distributions and their KSDs from the CGNG distribution are listed in Table 1. It 
can be found that the maximal KSD at all the cases is very small and only 0.0390, meaning 
that the main parts of the most approximate distributions are sufficiently close to that of 
the CGNG distributions. As shown in Figure 2, the non-Gaussianity of the CGNG distri-
butions becomes stronger from Figure 2a–d. When the non-Gaussianity is weak, like in 
Figure 2a, all five distributions are close to the Rayleigh distributions and their tail parts 
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butions are the slightest. Therefore, the CGNG distributions provide a family of bipara-
metric amplitude distributions with slighter tails than the four classic types of amplitude 
distributions in sea clutter modelling. In fact, it is found that sea clutter becomes less spiky 
at medium/high grazing angles [45], which means that the CGNG distributions can pro-
vide better goodness-of-the-fit to the sea clutter. This is our motivation to introduce CGNG 
distributions with Nakagami-distributed textures. 

Figure 1. CGNG distributions with different values of λ: (a) main parts; (b) tail parts.

The proof is straightforward by using Stirling’s approximation [42,43]. Therefore, the
limit distribution of the CGNG distributions when λ tends to zero is the Rayleigh distribution.

In order to show the necessity of the CGNG distributions in sea clutter modelling
when the K distributions, generalized Pareto distributions, CGIG distributions, and CGLN
distributions exist, we plot the tail parts of the CGNG distributions and the most approxi-
mate distributions under the four existing types in the sense of the Kolmogorov–Smirnov
distance (KSD) [44] in the four different cases when the scale parameter of the CGNG
distributions is b = 1 and the inverse shape parameter is 0.1, 0.5, 1, and 2, respectively.
For each CGNG distribution, the values of the parameters of the four most approximate
distributions and their KSDs from the CGNG distribution are listed in Table 1. It can be
found that the maximal KSD at all the cases is very small and only 0.0390, meaning that
the main parts of the most approximate distributions are sufficiently close to that of the
CGNG distributions. As shown in Figure 2, the non-Gaussianity of the CGNG distributions
becomes stronger from Figure 2a–d. When the non-Gaussianity is weak, like in Figure 2a,
all five distributions are close to the Rayleigh distributions and their tail parts are similar.
With the increase in non-Gaussianity, the tail parts of the five distributions becomes quite
different. Among the five distributions, the tail parts of the CGNG distributions are the
slightest. Therefore, the CGNG distributions provide a family of biparametric amplitude
distributions with slighter tails than the four classic types of amplitude distributions in sea
clutter modelling. In fact, it is found that sea clutter becomes less spiky at medium/high
grazing angles [45], which means that the CGNG distributions can provide better goodness-
of-the-fit to the sea clutter. This is our motivation to introduce CGNG distributions with
Nakagami-distributed textures.

Table 1. The values of the parameters and the KSDs of the four most approximate distributions from
the CGNG distributions in the four cases.

CGNG K Pareto CGIG CGLN

Case 1

Scale parameter 1 1.0048 1.0059 1.0052 1.0052

Inverse shape parameter 0.1 0.0428 0.0428 0.0445 0.0436

KSD 0 0.0024 0.0023 0.0024 0.0024

Case 2

Scale parameter 1 1.0170 1.0474 1.0301 1.0296

Inverse shape parameter 0.5 0.1793 0.1918 0.2226 0.2018

KSD 0 0.0042 0.0084 0.0064 0.0062
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Table 1. Cont.

CGNG K Pareto CGIG CGLN

Case 3

Scale parameter 1 1.0050 1.1469 1.0528 1.0507

Inverse shape parameter 1 0.3731 0.4008 0.5603 0.4552

KSD 0 0.0118 0.0163 0.0140 0.0135

Case 4

Scale parameter 1 1.0564 2.7284 1.2620 1.2436

Inverse shape parameter 2 0.7689 0.8224 1.7227 1.0797

KSD 0 0.0075 0.0390 0.0260 0.0226
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From the moments of the Nakagami distributions [20], the nth moment of the CGNG
distributions is given by

m(n) =
Γ(1/λ + n/4)Γn/2−1(1/λ)Γ(1 + n/2)

Γn/2(1/λ + 0.5)
bn/2. (5)

The scale parameter b can be directly estimated by the second-order sample moment,
and we can derive the following MoM (n = 1) estimator by taking n = 1:

b̂ = m̂(2),
Γ(1/λ̂ + 0.25)

Γ1/2(1/λ̂ + 0.5)Γ1/2(1/λ̂)
=

2m̂(1)
m̂1/2(2)

√
π

, (6)
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where m̂(n) is the nth sample moment of the data and the estimate λ̂ is obtained using the
look-up table method. The [zlog(z)] estimator of the CGNG distributions can be given by a
similar method as given in [31]. Let {rn, n = 1, 2, . . . , N} be sea clutter amplitude samples,
and the estimates b̂ and λ̂ are derived by

b̂ = m̂(2),

f (λ̂)× h(λ̂) = 2
N

N
∑

i=1
ri

2 ln ri,

f (λ) = 2
N

N
∑

i=1
ln ri +

1
2 Ψ
(

1
λ + 0.5

)
− 1

2 Ψ
(

1
λ

)
+ 1,

h(λ) = exp
(

2
N

N
∑

i=1
ln ri − 1

2 Ψ
(

1
λ

)
+ ln Γ(1/λ+0.5)

Γ(1/λ)
− Ψ(1)

)
.

(7)

where Ψ(·) is the Digamma function and the estimate λ̂ is obtained using the look-up table
method. As a new type of amplitude distribution, the two estimators above are new but
straightforward. The two estimators behave well for clean clutter data. However, when
radar echoes contain a fraction of outliers, their performance degrades severely. In addition,
due to the absence of analytical expressions, the maximum likelihood (ML) estimator
of the CGNG distributions is difficult to obtain, like in the CGLN distributions and the
K-distributions [32,46].

One approach to obtain outlier-robust estimates is to use the biparametric CDF
to fit the truncated empirical CDF (ECDF) of the data [47]. For an amplitude sam-
ple set {rn, n = 1, 2, . . . , N} probably containing a fraction of outliers, the samples are
first sorted into r(1) < r(2) < · · · < r(n) in ascending order and the truncated data{

r(n), n = 1, 2, . . . , [Nβ]
}

are obtained with the truncation ratio 0 < β < 1. The estimates b̂

and λ̂ used to fit the truncated ECDF are given by

(b̂, λ̂) = argmin
b,λ

{
[Nβ]

∑
n=1

(
Fb,1/λ

(
r(n)
)
− n

N

)2
}

, (8)

This numerical algorithm depends on initial points and is time-consuming. Therefore,
it cannot be applied in practice and is often used as the benchmark to assess other outlier-
robust estimators [32].

3. Outlier-Robust Tri-Percentile Estimators of CGNG Distributions

Due to the fact that the sample percentiles are robust to outliers, the outlier-robust
bi-percentile estimators or tri-percentile estimators are proposed in succession for the
four types of classic biparametric distributions [32,34,36,38]. In this section, we deal with
the outlier-robust tri-percentile estimators of the CGNG distributions and the optimization
of their parameter setup.

3.1. Outlier-Robust Tri-Percentile Estimators

For a positive number α ∈ (0, 1), the α-percentile rα of the parametric CDF Fb,1/λ(·) is
given by

α = Fb,1/λ(rα), rα = F−1
b,1/λ

(α), (9)

where α is the percentile position and F−1(·) is the inverse function of F(·). In terms of the
definition of moments and truncated moments [35], the percentile can be expressed as the
zero-order truncated moment in form by∫ rα

0
r0 fb,1/λ(r)dr = α, (10)

or the order statistics [48]. Zero-order truncated moments and order statistics are robust to
a fraction of large amplitude outliers, which is the basis for the robustness of tri-percentile
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estimators to outliers. Like in [32–34,36,38], we attempt to build the relationship between
the inverse shape parameter λ and the ratio of the two percentiles. In the context of the
scale parameter b, given two percentile positions 0 < α < β < 1, the percentiles rα, rβ of
Fb,1/λ(·) and the percentiles sα, sβ of the scale-normalized distributions F1,1/λ(·) satisfy

rβ

rα
=

rβ√
b

/
rα√

b
=

sβ

sα
. (11)

Hence, the ratio rβ/rα is free of b and is uniquely determined by the two percentile
positions (α, β) and the inverse shape parameter λ. However, this relationship is described
by an implicit function. In terms of the CDF in (3), the implicit function is given by the
following equation:

1 − β

1 − α
=

+∞∫
0

τ2/λ−1 exp
(
−
[

τ2 Γ2(1/λ+0.5)
Γ2(1/λ)

+
sβ

2

τ

])
dτ

+∞∫
0

τ2/λ−1 exp
(
−
[
τ2 Γ2(1/λ+0.5)

Γ2(1/λ)
+ sα

2

τ

])
dτ

, 1 < ℜ =
sβ

sα
. (12)

Obviously, for the given α, β, and λ, the ratio ℜ can be uniquely determined via
computation. For the estimation of λ, the key is whether λ can be uniquely determined by
the ratio of the two percentiles when their positions are given. In other words, whether
the ratio is a monotonic function of λ determines whether λ can be successfully estimated.
However, it is impossible to prove this conclusion due to the improper integrations with
parameters in (12). In order for the completeness in theory to not impede parameter
estimation in real applications, we use numerical computation to show that the ratio is
the monotonic function of λ for a given (α, β). Figure 3a plots the curves of the ratio as
λ changes from 0.05 to 10, where we take α = 0.30 and β = 0.75, 0.80, 0.85, 0.90, 0.95 as
examples. The ratio monotonically increases with the inverse shape parameter λ. Hence,
its inverse function does exist and can be expressed in form as follows:

λ = Θα,β(ℜ), 1 < ℜ =
rβ

rα
< +∞. (13)
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Figure 3. (a) The ratio as a function of λ. (b) Derivative of the inverse function.

This function exists, but there is no closed-form solution. For a given (α, β), we can
quickly obtain the value of λ using the look-up table method after a table is built via
numerical computation. Figure 3b plots the graphs of the derivatives of the functions in (13)
when α and β take values in term of Figure 3a. The derivatives take values at the interval
[0.1, 3.5] when λ is in [0.05, 10] and are insensitive to the positions of α and β. Thus, λ
markedly changes with the ratio but is not too sensitive to the ratio, which is helpful for
robust estimation.
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In the case that the inverse shape parameter λ is known in (13) and the position
γ ∈ (0, 1) of the third percentile is given, we can obtain the scale parameter b. In terms of
(3), the scale parameter is the solution of the following equation:

+∞∫
0

τ2/λ−1 exp

(
−
[

τ2 Γ2(1/λ + 0.5)
Γ2(1/λ)

+
r2

γ

bτ

])
dτ =

Γ2/λ+1(1/λ)(1 − γ)

2Γ2/λ(1/λ + 0.5)
. (14)

Naturally, there is no closed-form solution to the function in (14), and b is uniquely
determined by λ and rγ. In terms of (11), we can express the scale parameter b as a function
of the third percentile in form by

b =
rγ

2

(F1,1/λ
−1(γ))

2 . (15)

The inverse function in the denominator must be obtained by the look-up table method
after a table is built via numerical computation.

For the amplitude samples {rn, n = 1, 2, . . . , N} and the sorted samples r(1) < r(2) <
· · · < r(n), the three sample percentiles are estimated by

r̂α = r([Nα]), r̂β = r([Nβ]), r̂γ = r([Nγ]), (16)

where [x] denotes the nearest integer to x. The estimates λ̂ and b̂ of the two parameters are
obtained by

λ̂ = Θα,β(ℜ̂), ℜ̂ =
r̂β

r̂α
, b̂ =

r̂γ
2(

F1,1/λ̂
−1(γ)

)2 . (17)

This is referred to as the tri-percentile estimator of the CGNG distributions with a
setup (α, β, γ). Obviously, the setup (α, β, γ) is important, as it affects the estimation
performance.

3.2. Properties and Setup Optimization

The properties of sample percentiles determine the properties of the tri-percentile
estimators. In fact, a sample percentile asymptotically follows the normal distribution
when the sample size N tends to infinity [40], i.e.,

r̂α ∼ N
(

rα, σα
2 ≡ α(1 − α)

N( fb,1/λ(rα))
2

)
, as N → +∞, (18)

where N(µ, σ2) represents the normal distribution with mean µ and variance σ2. In terms of
(18), the sample percentiles converge to the corresponding percentiles in probability when
N → +∞ . In the tri-percentile estimators, the estimates of the scale and inverse shape
parameters are both continuous functions of the three sample percentiles. Therefore, the
estimates of the two parameters by the tri-percentile estimators both converge to their true
values in probability when N → +∞ . Its proof is easy and can refer to the proof of the
CGLN distributions [32].

Due to the fact that the two parameters vary on the half infinite line, the relative root
mean squared error (RRMSE) is used to evaluate the estimation performance, which is
defined by

RRMSE(λ) = 1
λ

√
E{(λ̂ − λ)

2},

RRMSE(b) = 1
b

√
E{(b̂ − b)

2}.
(19)

In terms of the flow of the tri-percentile estimators, the first two percentile positions
(α, β) are optimized to minimize the RRMSE(λ). In terms of (17), the estimate λ̂ is obtained
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by the two sample percentiles or order statistics [48]. From the joint distribution of the
two order statistics, we prove the following important property.

Property 1. The RRMSEs of the inverse shape and scale parameters are free of the scale parameter.

The proof is given in Appendix A.
According to this property, we can let b = 1 when calculating the RRMSE of λ when

the positions (α, β) and the sample size N take different values. Like in (20) [32–36,38],
the selection of β is a compromise between robustness to outliers and estimation accuracy.
The closer β is to one, the higher the estimation accuracy but the worse the robustness
to outliers. It must be smaller than one minus the maximum possible percentage of
outliers in the data, and thus β is often specified in advance in terms of the analysis of
sea clutter environments. Moreover, for maritime radars, after outliers are excluded by
simple detection, the percentage of outliers in the data is less than 5%. The value of β is
recommended to be in the interval [0.8, 0.9] for real sea clutter environments. After β is
determined, the optimal α is selected using the following optimization:

αopt(β|N) = arg min
0<α<β<1

{
Φ(α, β|N) ≡

∫ +∞

0
RRMSE(λ; α, β, N)pλ(λ)dλ

}
, (20)

where pλ(λ) is the prior distribution of λ. It is assumed to obey a uniform distribution
of an interval when no prior information is available. The value of the two-variable
function Φ(α, β|N) is calculated by a massive number of Monte-Carlo trials for a given
sample size. From the equivalent line graph of the function, we find the optimal setup
(α, β). The optimization (20) can be interpreted as minimizing the RRMSE(λ) subject to
the outlier-robustness by limitation of the upper bound of β. Its dual problem becomes
finding the minimal β subject to the upper bound of the RRMSE(λ). In this way, in terms
of the dual problem, the optimal setup consists of the points on all the equivalent lines
where β is minimal. In order to find the optimal setup curve, we calculate the RRMSE
function Φ(α, β|N) for N = 103, 3 × 103, 5 × 103, and 104 when α varies from 0.1 to 0.6,
β varies from 0.5 to 0.99, and the inverse shape parameter λ randomly takes a value in a
uniform distribution of the interval [0.05, 10] in each trial. As shown in Figure 4, the black
curves consist of the optimal setups at each sample size. We can find that the four black
curves in Figure 4a–d are almost identical, and this phenomenon also appears for the other
three types of distributions [32,36,38], though we fail to prove it. As shown in Figure 4,
we use the red smooth curves to fit the four black curves well. The expression of the red
smooth curve is given by

αopt(β) = −0.48β2 + 0.81β − 0.14, β ∈ [0.5, 0.99]. (21)

Therefore, in the tri-percentile estimators, β is first selected based on the desired
outlier-robustness and clutter environment, and then the optimal α is selected using the
empirical function (21).

Once the estimate of the inverse shape parameter is obtained, we can estimate the
scale parameter using the third sample percentile, whose position γ is optimized based on
the asymptotic formula in (18). The coefficient of variation of the third sample percentile is
the function of γ and λ. Its expression is given by

Ψ(λ, γ) ≡
σγ(λ)

rγ(λ)
=

√
γ(1 − γ)Γ2/λ+1(1/λ)

4
√

NΓ2/λ(1/λ + 0.5)sγ
2
+∞∫
0

τ2/λ−2 exp
(
−
[
τ2 Γ2(1/λ+0.5)

Γ2(1/λ)
+

sγ
2

τ

])
dτ

. (22)
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(b) N = 3000; (c) N = 5000; (d) N = 10,000.

Obviously, the optimal γ depends on λ, and the optimal γ is given by

γopt(λ) = argmin
γ∈(0,1)

Ψ(λ, γ). (23)

We calculate the value of function Ψ(λ, γ) and plot the corresponding equivalent
curves as shown in Figure 5. The black curve is the optimal γ curve, which consists of the
tangential points of the equivalent curves and the vertical lines. It is fitted by a smooth
curve with the expression

γopt(λ) = 1.4890 × 10−4λ4 − 0.0034λ3 + 0.0254λ2 − 0.0478λ + 0.7921, λ > 0. (24)
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In this way, the tri-percentile estimators with the optimal percentile position are
constructed. β is first determined by the desired outlier-robustness and α is determined
by β. The estimate λ̂ is obtained by the two sample percentiles. At last, γ is determined
by λ̂ and the estimate b̂ is obtained by the third sample percentile. In addition, it is worth
noting that γ must be taken as the smaller of the optimal values in (24) and β so as to assure
robustness to outliers.

4. CGNG Model Suitability and Estimation Performance Comparison

In this section, we first verify the suitability of the CGNG distributions with an airborne
Ku-band high-resolution sea clutter database. The K-distributions, CGIG distributions,
CGLN distributions, generalized Pareto distributions, and the proposed CGNG distribu-
tions are used to fit sea clutter data at medium/high grazing angles. Next, the MoM (n = 1)
estimator, the [zlog(z)] estimator, and the tri-percentile estimator (β = 0.85) are examined
using simulated and measured data.

4.1. Suitability of CGNG Distributions

Besides the proposed CGNG distributions, there are at least four types of biparametric
distributions for sea clutter modelling, the K-distributions [13], CGIG distributions [15],
CGLN distributions [32], and generalized Pareto distributions [14]. Sea clutter data at
different conditions need to be modeled by different types of distributions. Selecting
the distribution type is the primary step in sea clutter modelling. Similar to the optimal
distribution type selection of the X-band island-based dual-polarized high-resolution sea
clutter data at low grazing angles [21], the optimal distribution type means that its fitted
PDF or CDF is the closest to the empirical PDF (EPDF) or ECDF of the data. The geometric
average of the KSD and the Kullback–Leibler divergence (KLD) [49] is used to measure the
goodness-of-the-fit of the type. The two parameter estimates of the fitted PDF and CDF are
obtained by the outlier-robust estimators in (8) where the truncated ratio β = 0.9 is used to
alleviate the impact of a fraction of possible outliers existing in the data. The KSD and KLD
are computed by

KSD(data; b̂, λ̂) = max
r∈(0,+∞)

{
|Fdata(r)− Fb̂,1/λ̂(r)|

}
,

KLD
(

data; b̂, λ̂
)
=
∫ +∞

0 fdata(r)
∣∣∣log fdata(r)− log fb̂,1/λ̂(r)

∣∣∣dr,
(25)

where fdata(r) and Fdata(r) are the EPDF and ECDF of the data and λ̂, b̂ are the estimated
inverse shape and scale parameters determined by the estimators in (8). In fact, for the
five types of distributions, as the inverse shape parameter tends to zero, the distributions
converge to the Rayleigh distributions (corresponding to complex Gaussian clutter). Hence,
in some cases, the five types of distributions have comparable goodness-of-the-fit, and
every type of distribution is suitable for the data. In order to precisely assess the best type,
the maximal selection benefit (MSB) of the best type on the data is defined by the ratio of
the measure of the poorest type to that of the best type:

MSB(data) =
max

type∈{K,GP,CGIG,CGLN,CGNG}

{√
KSD(X; type)× KLD(X; type)

}
min

type∈{K,GP,CGIG,CGLN,CGNG}

{√
KSD(X; type)× KLD(X; type)

} . (26)

When the five types have comparable measures, the benefit of the optimal type is the
smallest and close to one. The average value of the MSBs on the dataset where the type “A”
is the best reflects the average benefit of the type on the dataset.

In order to examine the suitability of the CGNG distributions, the type selection
from the five types of distributions are operated on one set of airborne high-resolution
HH-polarized sea clutter data. The schematic diagram of the data collection is shown in
Figure 6. The radar center frequency is 16.5 GHz, the pulse repetition frequency (PFR) is
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10 KHz, the range resolution is 1.25 m, the azimuth beamwidth is 6 degrees, the grazing
angle ranges from 20◦ to 55◦, the height of the platform is 4500 m, and the aircraft flies
steadily at about 100 m per second. During the measurement, the beam pointing of the
antenna remains invariant. Figure 7a plots the power map of airborne Ku-band data in
4200 range cells and 6 s in decibels. As shown in Figure 7b, the data are divided into seven
regions in terms of the grazing angles from 20◦ to 55◦ in an interval of 5◦. Fifty successive
range cells in each region consist of a clutter map cell (CMC) [50,51] and it is assumed that
the sea clutter data in each CMC follows an amplitude distribution. For each CMC, the
optimal type of distribution is selected in terms of the geometric average of the KSD and
KLD in (25), where the parameters under each type are estimated by fitting the truncated
ECDF in (8).
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The numbers of CMCs in the seven regions and the percentages of each type considered
to be the best are listed in Table 2. It can be seen that, in the seven regions, the percentages
of the CGNG distributions considered to be the optimal type are largest, followed by the
generalized Pareto distributions, K-distributions, the CGIG distributions, and the CGLN
distributions. Therefore, the CGNG distributions are more suitable for Ku-band high-
resolution sea clutter modelling and are at least competitive candidates. In addition, the
percentages of the Rayleigh distributions considered to be the optimal type are below
1.1% in the seven regions. This shows that the Ku-band high-resolution sea clutter data
at medium/high grazing angles deviate from Gaussian clutter. Furthermore, in order to
evaluate the benefits of the optimal type selection of distributions, the average MSBs of
every type on CMCs where it is the optimal type are listed in Table 3. It can be seen that, in
four regions out of the seven regions, the CGNG distributions achieve the largest average
MSB. Besides the largest percentages, the largest average MSBs over half of the regions
show that the CGNG distributions are more suitable for modeling high-resolution sea
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clutter at medium/high grazing angles. Naturally, this conclusion from finite measured
data still needs to be validated further by more measured data. At the least, from the
results of these measured data, we can conclude that the CGNG distributions are one of
the optimal distribution models for modeling high-resolution sea clutter at medium/high
grazing angles.

Table 2. Percentages of the five types of optimal distributions in the seven regions.

Regions Number of CMCs
Percentage of Optimal Model (%)

K Pareto CGIG CGLN CGNG Rayleigh

20–25◦ 902 18.9 27.5 16.1 8.8 27.9 0.9

25–30◦ 1004 18.5 25.1 17.1 10.0 28.2 1.1

30–35◦ 717 22.6 22.0 22.5 7.0 25.0 1.0

35–40◦ 579 22.6 20.9 17.8 8.3 30.1 0.4

40–45◦ 329 21.6 25.8 13.7 7.0 31.6 0.3

45–50◦ 112 25.0 24.1 8.9 8.0 33.9 0

50–55◦ 14 21.4 7.1 0 14.3 57.1 0

bold fonts denote the largest percentage in each region.

Table 3. Average MSBs of every type of distribution in the seven regions.

Regions
Average MSB

K Pareto CGIG CGLN CGNG

20–25◦ 1.6814 1.5567 1.3857 1.3521 1.8076

25–30◦ 1.4040 1.5399 1.4507 1.3422 1.3352

30–35◦ 1.5408 1.6130 1.7716 1.6156 1.4154

35–40◦ 1.3691 1.5457 1.3162 1.2378 1.4770

40–45◦ 1.4657 1.5803 1.4059 1.3473 1.9131

45–50◦ 1.4334 1.5228 1.4639 1.3825 2.3315

50–55◦ 1.3117 2.0952 - 1.1071 3.9374
bold fonts denote the largest average MSB in each region.

Moreover, in order to visually show the effect of the CGNG distributions, we select
two CMCs, and plot the PDFs and CDFs of all the five fitted biparametric distributions and
the EPDF and the ECDF of the data in Figure 8. It can be found that the CGNG distributions
provide the best goodness-of-the-fit, especially on the tail parts of the EPDF. Moreover, the
mean square error (MSE), KSD, and KLD between the fitted distributions and the empirical
ones are listed in Table 4. It can be found that the CGNG distributions achieve the minimal
MSE, KSD, and KLD at the two CMCs.

Table 4. Results of the comparison of the five distributions in the two cases.

K Pareto CGIG CGLN CGNG

Case 1

MSE 2.2466 × 10−6 1.1234 × 10−5 7.3225 × 10−6 6.6943 × 10−6 6.5584 × 10−7

KSD 0.0152 0.0379 0.0290 0.0281 0.0059

KLD 9.0282 × 10−4 0.0020 0.0016 0.0015 5.2753 × 10−4

Case 2

MSE 1.6291 × 10−6 8.4408 × 10−6 5.2847 × 10−6 4.8767 × 10−6 6.2696 × 10−7

KSD 0.0172 0.0413 0.0316 0.0307 0.0082

KLD 8.6044 × 10−4 0.0018 0.0015 0.0014 5.3763 × 10−4

bold fonts denote the minimal values of parameters.
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4.2. Performance Comparison of Tri-Percentile Estimators

In this subsection, simulated data are first used to examine some properties of
the proposed tri-percentile estimators with optimal percentile position setup. In the
first experiment, β = 0.75, 0.80, 0.85, 0.90, 0.95 and the sample size is N = 104. We generate
a set of simulated sea clutter sequences without outliers, and the RRMSEs of the inverse
shape parameter λ and scale parameter b are plotted in Figure 9 as λ ranges from 0.05 to 10.
In this case, as β is close to one, the RRMSEs become smaller, meaning that the estimator
with a large β is a better choice for clean sea clutter data.

In the second experiment, the four estimators, including the MoM (n = 1) estimator,
the [zlog(z)] estimator, the estimator fitting the truncated ECDF with the truncation ratio
of 0.85, and the tri-percentile estimator (β = 0.85), are contrasted when the inverse shape
parameter λ ranges from 0.05 to 10 and N = 104 in the absence of outliers. As shown in
Figure 10, we plot the curves of the RRMSEs of the four estimators. In the estimation of
λ, the four estimators have comparable performance, and the [zlog(z)] estimator and the
estimator by fitting the truncated ECDF are slightly better than the other two estimators.
In the estimation of b, the MoM (n = 1) estimator and [zlog(z)] estimator are obviously
better than the other two estimators, owing to the fact that the first two directly estimate
the scale parameter using the second-order sample moment while, for the latter two,
one jointly estimates the two parameters and the other estimates the scale parameter with
the help of the estimated inverse shape parameter. Overall, in the absence of outliers, all
the four estimators can obtain acceptable estimation performance.
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In the third experiment, the case with outliers is considered. The inverse shape
parameter λ changes from 0.05 to 10, the scale parameter b = 1, and the sample size
N = 104. Two percent of outliers whose intensities follow the uniform distribution in the
interval [10b, 100b] are added to the simulated data. In this case, we plot the curves of
the RRMSEs of the four estimators as shown in Figure 11. It can be seen that the outlier-
robust tri-percentile estimator (β = 0.85) and the estimator fitting the truncated ECDF of
data with the truncation ratio of 0.85 keep comparable performance with Figure 11 in
the absence of outliers. However, the performance of the outlier-sensitive MoM (n = 1)
estimator and [zlog(z)] estimator degrades sharply in comparison with the case without
outliers in Figure 10. Therefore, in real clutter environments, outlier-robust estimators must
be adopted.

In the fourth experiment, Ku-band high-resolution airborne sea clutter data with a test
target are used. The data consist of radar echoes of 15,000 successive pulses and 81 range
cells at HH polarization, and the grazing angle is about 27◦. A corner reflector located
at the 25th range cell is used as the test target, and the radar echoes at the 24th and 26th
range cells are affected by the corner reflector. In the parameter estimation of the CGNG
distributions, the radar echoes at the 24–26th range cells are outliers. The power map of the
data in decibels is plotted in Figure 12a. The pure clutter region A contains 3 × 105 samples.
In the CGM, the scale and inverse shape parameters are both in the expression of the
texture distribution. Generally, for shore-based radars, the texture coherent length is
over one hundred milliseconds [32]. For high-speed airborne radars, the texture coherent
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length becomes much shorter due to the relative movement between the radar and swells
and large-scale wind waves on the sea surface. Using the JB test method in [16], the
estimated texture coherent length of the measured data is about 3 milliseconds. As a result,
30 samples are at most equivalent to one independent and identically distributed (IID)
sample in parameter estimation when the PFR is 10 KHz. In this way, 3 × 105 samples in
region A are at most equivalent to 104 IID samples, which is one case of a large sample
size. The empirical amplitude PDF (APDF) in the region A and fitted APDF using the
parameter estimates from the tri-percentile estimator (β = 0.85) are plotted in Figure 12b.
The two highly accordant APDFs indicate the suitability of the CGNG distributions and
the accuracy of the tri-percentile estimator (β = 0.85). Practical applications often encounter
cases of moderate sample size. The rectangular region B in Figure 12a contains 88,000 pure
clutter samples, corresponding to at most 2930 IID samples for parameter estimation, a case
of a moderate sample size. Under the circumstances, the MoM (n = 1) estimator, the [zlog(z)]
estimator, and the tri-percentile estimator (β = 0.85) are operated on the data to estimate the
parameters. The APDF of the region A and the fitted APDFs using the parameter estimates
from the three estimators are plotted in Figure 12c. The four curves are almost overlapped.
Hence, in the absence of outliers in data, the three estimators can work well. To examine
the cases with outliers, the triangular region C contains 88,000 samples including about
2% outliers from the corner reflector. Similarly, the three estimators are operated on the
data for estimating the parameters of the CGNG distributions. The APDF of the region A
and the three fitted APDFs by the parameter estimates from the three estimators are plotted
in Figure 12d. We can find that the fitted APDF using the tri-percentile estimator (β = 0.85)
can still approximate to the APDF of the region A while the fitted APDFs using the other
two estimators deviate severely from the APDF of the region A and exhibit much heavier
tails of amplitude distributions. Thus, the outlier-robust tri-percentile estimators of the
CGNG distributions are rather important for practical applications of CGNG distributions
in maritime radars.
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5. Conclusions

This paper introduces a compound-Gaussian model with Nakagami-distributed tex-
tures to model Ku-band airborne high-resolution sea clutter data at medium/high grazing
angles. From this model, a new type of biparametric amplitude distributions, CGNG
distributions for short, are derived to enrich the family of amplitude distributions of sea
clutter, including the K-distributions, generalized Pareto distributions, CGIG distributions,
and CGLN distributions. From the analysis of the measured data, it is found that the
CGNG distributions are more suitable for modeling airborne Ku-band high-resolution sea
clutter data at medium/high grazing angles. In addition, the outlier-robust tri-percentile
estimators are proposed to robustly estimate the parameters of the CGNG distributions in
the presence of outliers in data. The simulated data and measured data are used to examine
the effectiveness of the tri-percentile estimators.
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Appendix A

The RRMSE of the inverse shape parameter is first analyzed. Take the values of the
percentile positions 0 < α < β < 1 and k1 = Nα, k2 = Nβ as two integers. According to the
PDF and CDF in (3) and the joint PDF of the two order statistics [48], we can derive the
following expression for the sample percentiles r̂α and r̂β:

Λ(r̂α, r̂β) = C f (r̂α) f (r̂β)[F(r̂α)]
k1−1[F(r̂β)− F(r̂α)]

k2−k1−1[1 − F(r̂β)]
N−k2 ,

C = N!
(k1−1)!(k2−k1−1)!(N−k2)!

,

f (r) = 4Γ2/λ(1/λ+0.5)
Γ2/λ+1(1/λ)

r
b

+∞∫
0

τ2/λ−2 exp
(
−
[
τ2 Γ2(1/λ+0.5)

Γ2(1/λ)
+ r2

bτ

])
dτ,

F(r) = 1 − 2Γ2/λ(1/λ+0.5)
Γ2/λ+1(1/λ)

+∞∫
0

τ2/λ−1 exp
(
−
[
τ2 Γ2(1/λ+0.5)

Γ2(1/λ)
+ r2

bτ

])
dτ.

(A1)

In terms of (A1), the PDF of r̂β/r̂α is

Φ(z) = 16zCΓ4/λ(1/λ+0.5)
Γ4/λ+2(1/λ)

∫ +∞
0 t3h(t)h(tz)[1 − g(t)]k1−1[g(zt)− g(t)]k2−k1−1[g(zt)]N−k2dt,

t = r/
√

b, h(t) =
+∞∫
0

τ2/λ−2 exp
(
−
[
τ2 Γ2(1/λ+0.5)

Γ2(1/λ)
+ t2

τ

])
dτ,

g(t) = 2Γ2/λ(1/λ+0.5)
Γ2/λ+1(1/λ)

+∞∫
0

τ2/λ−1 exp
(
−
[
τ2 Γ2(1/λ+0.5)

Γ2(1/λ)
+ t2

τ

])
dτ.

(A2)

Hence, the PDF of r̂β/r̂α is independent of b. In terms of (17), the estimate λ̂ is obtained
from r̂β/r̂α, so the RRMSE of the inverse shape parameter λ is independent of the scale
parameter b.

In what follows, the RRMSE of scale parameter b is analyzed. According to (15) and
(17), we can use the mathematical expectation of the following random variable to represent
the RRMSE of b

b̂
b
− 1 =

(r̂γ/
√

b)
2(

F1,1/λ̂
−1(γ)

)2 − 1. (A3)

Because the PDF of the random variable r̂γ/
√

b is independent of the scale parameter
b and the random variable λ̂ is independent of b, the RRMSE of the scale parameter is
independent of the scale parameter itself. However, the RRMSE of the scale parameter
depends on the inverse shape parameter. The proof is completed.
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