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#### Abstract

Planetary, lunar, and deep space exploration has become the frontier of remote sensing science, and three-dimensional (3D) positioning imaging technology is an important part of lunar and deep space exploration. This paper presents a novel passive 3D imaging method based on the photonics integrated interference computational imaging system. This method uses a photonics integrated interference imaging system with a complex lens array. The midpoints of the interference baselines formed by these lenses are not completely overlapped. The distance between the optical axis and the two lenses of the interference baseline are not equal. The system is used to obtain the complex coherence factor of the object space at a limited working distance, and the image evaluation optimization algorithm is used to obtain the clear images and 3D information of the targets of interest. The simulation results show that this method is effective for the working scenes with targets located at single or multiple limited working distances. The sharpness evaluation function of the target presents a good unimodality near its actual distance. The experimental results of the interference of broad-spectrum light show that the theoretical basis of this method is feasible.
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## 1. Introduction

After decades of development, human beings have carried out space exploration activities on the moon, Mars, asteroids, and other celestial bodies. Planetary, lunar, and deep space exploration has become the frontier of scientific development. 3D imaging technology aims to obtain the 3D information of a target scene. It can provide support for the 3D mapping of celestial bodies, the positioning and navigation of the inspector, and the safe operation of the detector, which has significant research value. At this stage, vision-based 3D imaging technology is mainly divided into two categories: active and passive. Active methods include structured light [1-3] and lidar [4,5]. The structured light method introduces the active light sources to illuminate the target and obtains the 3D information of the target by calculating the change of light intensity or phase. It is mostly used for the 3D measurement of close-range targets. Zhang et al. reported 3D imaging of the face with an accuracy of 0.05 mm [3]. Lidar emits a pulse or continuous laser to the target and calculates the distance and azimuth parameters of the target by measuring the arrival time, strength, and other parameters of the reflected or scattered signal. Its working distance can reach very far. Li et al. used a single photon lidar to achieve active 3D imaging at a distance of 8.2 km with an accuracy of 5.5 cm [4], and achieved three-dimensional imaging at an absolute distance of 163.337 km with an accuracy of 3.5 cm [5]. These active 3D imaging methods have high accuracy and are insensitive to natural light and target texture. Passive methods mainly include the monocular estimation method [6], binocular or multi-view stereo vision method [7-9], and the oblique photography method [10,11]. The monocular estimation method calculates the 3D information of the target through the
images of a single camera. Zhe et al. measured the vehicle target based on the principle of camera projection. The absolute error of the target in the range of more than 60 m is about 0.5 m [6]. The stereo vision method uses two or more cameras to capture the target at the same time and calculates the 3D information of the target based on the parallax principle. Its working range is from several meters to hundreds of meters. Wang et al. used the binocular method to perform 3D imaging of a target at a distance of 200 m , and the accuracy in the three coordinate axis directions was $0.28 \mathrm{~m}, 0.19 \mathrm{~m}$, and 0.097 m , respectively [7]. Adil et al. located the target at $60 \sim 200 \mathrm{~cm}$, and the highest positioning accuracy was 2.157 cm at 100 cm [8]. The oblique photography method uses a vertical camera and multiple oblique cameras to image the scene to obtain images of multiple angles at the same position, thereby reconstructing a 3D model. Xi et al. used an unmanned aerial vehicle (UAV) with a flight height of 200 m to carry out 3D reconstruction of the campus, and the ground point errors were $0.068 \mathrm{~m}, 0.055 \mathrm{~m}$, and 0.093 m [10]. Qiu et al. used UAV oblique photography to perform 3D reconstruction of the waters. For scenes with a height of $38.5 \sim 53.3 \mathrm{~m}$, the average error of 3D reconstruction was 0.303 m [11]. These passive 3D imaging methods do not require additional active light sources and have better concealment. Various 3D imaging methods have been proposed and have become a research hotspot in academic research.

The photonics integrated interference imaging system that combines the integrated photonics technology and the principle of interference imaging has been proposed in recent years [12-14]. Unlike traditional spatial domain diffraction imaging, this system uses thousands of paired lens arrays to collect light. It also uses photonic integrated circuit (PIC) chips placed behind the lens array to obtain a complex coherence factor related to the spatial frequency by interferometry. Then, it reconstructs the image of object space based on the interference results [15]. The system can significantly reduce the size, weight, and power compared to traditional telescopes [16], which makes it more convenient to install this system on UAV, airship, satellite, and other platforms for remote sensing or deep space exploration. The initial photonic integrated interference imaging system is designed as a radiation shape [13] which uses 37 radially arranged interference arms. Each interference arm consists of a linearly arranged lens array and a PIC chip under the lens. This system is vividly called the SPIDER imager. The imaging process of the photonic integrated interference imaging system is an under-sampling process of the target spatial frequency. Improving the coverage of the lens array to the spatial frequency spectrum is an effective method to improve the imaging quality of the system. Based on simulation, some studies have improved the frequency coverage by optimizing the lens matching method of the SPIDER imager [17,18], and some studies have improved the arrangement of lens arrays on the basis of radial arrangement. Representative studies include the second generation SPIDER system [16], hierarchical multistage sampling lens array [19], inhomogeneous multistage sampling lens array [20], odd-even alternating distribution array [21,22], and the hybrid architecture with small telescopes [18] or nested arrays [23] at the center of the array. Because the photonic integrated interference imaging system uses the waveguide array in PIC to form a combined field of view (FOV), the waveguide array placed behind each lens must have the same arrangement and direction. For the radial shape imager, if each interference arm uses the same PIC chip, the waveguide array on the PIC chip will rotate with the installation angle, resulting in waveguide arrays of different PIC chips facing different scenes. Therefore, the waveguide array on each PIC chip needs to be rotated differently according to its installation angle. Other studies no longer use radial shape layout, such as the hexagonal imager [24], the "chessboard" imager [25]. Another way to improve imaging quality is to use optimization algorithms in the computational imaging process, such as the image reconstruction algorithms based on improved entropy [26], compressed sensing [27], and deep learning [28]. Some research teams have designed and fabricated PIC chips with interferometer components and verified their interferometry capabilities [14,29-31]. In addition, based on the photonic integrated interference imaging system, we proposed a wide-field detection and tracking method by changing the
interference baselines and the number of waveguides forming the combined FOV [32]. Liu et al. proposed a direction-finding system for point source targets with long distance and deviating from the optical axis based on silicon PIC chips and theories of interferometric imaging [31]. Numerous related studies have discussed the two-dimensional (2D) imaging results of the system under the assumption that the working distance is infinite, while ignoring the imaging capability of the system at a limited working distance. The term of complex coherence factor related to the depth dimension of the object space cannot be ignored when the photonics integrated interference imaging system is working at the limited working distance. This term affects the reconstruction of the image, but also brings a new research idea to the study of 3D imaging technology.

Based on the optical interference computational imaging theory, this paper discusses the conditions for reconstructing clear images based on a complex coherence factor collected by the photonics integrated interference imaging system at a limited working distance, which has been neglected by related research works. We found that the phase variation of the complex coherence factor caused by the midpoint configuration of the interference baselines, as well as the working distance, plays a decisive role in reconstructing clear images. Especially when the sub-field of view of the imaging where the midpoints of the interference baselines do not overlap is not much larger than the midpoint deviation of interference baselines, adjusting the introduced reference distance can significantly affect the sharpness of the target image. On this basis, we firstly propose a passive 3D spatial positioning imaging method based on the photonic integrated interference imaging system. In this method, the photonics integrated interference imaging system with a complex lens array is used to collect the complex coherence factor of the object space light at a limited working distance. The midpoints of the interference baselines formed by these lenses are not completely overlapped. The distance between the optical axis and the two lenses of the interference baseline are not equal. The image evaluation optimization algorithm is used to evaluate the quality of the reconstructed target image, varying with the reference distance step-by-step. The clear images and 3D information of the targets of interest are obtained simultaneously, which achieves the purpose of 3D positioning imaging.

Compared with the existing passive 3D imaging methods based on diffraction imaging technology, this method is based on the interferometry and computational imaging of the photonics integrated interference imaging system. It can obtain clear images and the 3D information of all targets with a single camera and single exposure. This paper is organized as follows: in Section 2, the influence of the interferometric baseline configuration and reference distance on the phase of complex coherence factor, as well as the sharpness of the reconstructed image at the limited working distance, are discussed, and the passive 3D imaging method is established. In Section 3, two simulation examples verify that this imaging method can obtain clear images and 3D information in single and multiple limited working distance target scenes. The interference experiment of the broad-spectrum light, based on the optical fiber system, verifies the relationship between the relative displacement of the spatial fringe and the midpoint of the interference baseline, the target distance, and the phase of the complex coherence factor, which indirectly verifies the correctness of the basic theory of the proposed method.

## 2. Materials and Methods

### 2.1. The Structure of a 'Chessboard' Photonic Integrated Interference Imager

The "checkerboard" imager shown in Figure 1 is a classic structure of the photonics integrated interference imaging system. The lens array of the "checkerboard" imager is set in a $(2 N+1) \times(2 N+1)$ square grid arrangement. These lenses are divided into four groups: $N \times N, N \times(N+1),(N+1) \times N$, and $(N+1) \times(N+1)$. The lenses in each group are paired according to the central symmetry. This arrangement and pairing method can achieve uniform spatial frequency sampling in two orthogonal array directions and has better imaging results [25]. The imager uses three layers of PIC arrays. The first layer of 2D PIC after the lens array is designed with waveguide arrays and demultiplexers to split light.

The second layer of 3D PIC is designed with phase shifters and balanced four quadrature detectors to transmit and match the light of each pair of lenses, bands, and sub-field. The third layer of 2D PIC is used for interferometry.


Figure 1. The structure of the "checkerboard" imager.
The 2D PICs with waveguide arrays in the "checkerboard" imager are parallel, so the rotation of the waveguide array required for the radial structure imager is avoided. It is only necessary to design and fabricate two PICs for the first layer, which are suitable for lens sequences with a length of $N$ and $N+1$. The splitting and transmission of the hexagonal imager are completed by a 3DPIC [24], and its design and fabrication are difficult. Even if the system is designed to resemble the structure of three layer PICs in this paper, it is necessary to make 2D PICs with different lengths. The "checkerboard" imager has a more convenient design and manufacture than the radial imager and hexagonal imager. Therefore, the theoretical method of a passive 3D imaging scheme based on a photonics integrated interference computational imaging system is discussed according to the "checkerboard" image.

### 2.2. The Relationship between the Complex Coherence Factor Collected by the System and the Target Spatial Frequency, Distance and Working Parameters

The 2D schematic diagram of the imager is shown in Figure 2. Note that the coordinates of a pair of lenses forming an interference baseline on the plane of the lens array are ( $x_{1}, y_{1}$ ) and $\left(x_{2}, y_{2}\right)$. The light from the sub-FOV $I(\alpha, \beta)$ collected by the two lenses are split by a demultiplexer. The matched beams with a center wavelength of $\lambda_{n}$ produce photocurrents $Q_{i}$ and $Q_{q}$ after orthogonal interference, and the value is [33]:

$$
\begin{align*}
& Q_{i}=\sqrt{I_{1 n} I_{2 n}}|\gamma(\tau)| \cos \psi  \tag{1}\\
& Q_{q}=\sqrt{I_{1 n} I_{2 n}}|\gamma(\tau)| \sin \psi \tag{2}
\end{align*}
$$

where $|\gamma(\tau)|$ is the mode of the complex degree of coherence of two beams, $\psi$ is the phase of the complex degree of coherence of two beams, and $I_{1 n}$ and $I_{2 n}$ are the light intensity of two beams. Thus, the complex degree of coherence can be calculated as:

$$
\begin{equation*}
\gamma(\tau)=c \sqrt{I^{2}+Q^{2}} \exp \left[\mathrm{j} \cdot \arctan \left(\frac{Q}{I}\right)\right] \tag{3}
\end{equation*}
$$

where $c=1 / \sqrt{I_{1 n} I_{2 n}}$. Since the lens array is adequately illuminated by the light source, it can be approximated that the beam intensity in the same spectral channel after each lens is equal [33]. Therefore, $c$ is a constant, which can be calibrated by zero frequency sampling. $\tau$ is the optical path difference of the optical paths behind the two lenses. When two optical paths are equal by adjusting the phase shifter, the complex coherence factor $\mu$ is obtained:

$$
\begin{equation*}
\mu=\gamma(0) \tag{4}
\end{equation*}
$$

which is the result of normalization of the mutual intensity $J: \mu=J / \sqrt{I_{1 n} I_{2 n}}$.


Figure 2. 2D schematic diagram of the imager.
According to the Van Cittert-Zernike theorem, the mutual intensity of the collected light is [32]:

$$
\begin{equation*}
J\left(x_{1}, y_{1} ; x_{2}, y_{2}\right)=\frac{\exp (\mathrm{j} \varphi)}{(\bar{\lambda} z)^{2}} \iint I(\alpha, \beta) \times \exp \left\{-\mathrm{j} \frac{2 \pi}{\lambda z}(\Delta x \alpha+\Delta y \beta)\right\} d \alpha d \beta \tag{5}
\end{equation*}
$$

where $\bar{\lambda}$ is the working center wavelength, $z$ is the target distance, $I(\alpha, \beta)$ is the light intensity distribution of the target, and $\Delta x=x_{2}-x_{1}$ and $\Delta y=y_{2}-y_{1}$ are the distance
between the lens pair, which is the interference baseline $\boldsymbol{B}$. The phase factor $\varphi$ in the formula is [32]:

$$
\begin{equation*}
\varphi=\frac{\pi}{\bar{\lambda} z}\left[\left(x_{2}^{2}+y_{2}^{2}\right)-\left(x_{1}^{2}+y_{1}^{2}\right)\right] \tag{6}
\end{equation*}
$$

The spatial frequency domain collected by this lens pair is:

$$
\begin{equation*}
(u, v)=\frac{1}{\bar{\lambda} z}(\Delta x, \Delta y) \tag{7}
\end{equation*}
$$

Therefore, the complex coherence factor can be expressed as:

$$
\begin{equation*}
\boldsymbol{\mu}\left(x_{1}, y_{1} ; x_{2}, y_{2}\right)=\frac{J\left(x_{1}, y_{1} ; x_{2}, y_{2}\right)}{\left[I\left(x_{1}, y_{1}\right) I\left(x_{2}, y_{2}\right)\right]^{1 / 2}}=\frac{\left.\exp \left[\mathrm{j} 2 \pi\left(u x_{m}+v y_{m}\right)\right] \cdot \mathcal{F}[I(\alpha, \beta)]\right|_{u, v}}{\iint I(\alpha, \beta) d \alpha d \beta} \tag{8}
\end{equation*}
$$

where $x_{m}=\frac{x_{1}+x_{2}}{2}$ and $y_{m}=\frac{y_{1}+y_{2}}{2}$ are the midpoint of the lens pair, and $\left.\mathcal{F}[I(\alpha, \beta)]\right|_{u, v}=$ $\iint I(\alpha, \beta) \times \exp [-\mathrm{j} 2 \pi(u \alpha+v \beta)] d \alpha d \beta$ is the result of the 2 D Fourier transform of $I(\alpha, \beta)$ about spatial frequency $(u, v)$. The phase of the complex coherence factor $\boldsymbol{\mu}$ calculated from the signals collected by the lens pair consists of the phase of the spatial frequency of the target and an additional phase factor $\varphi$, which varies with the midpoint position $\left(x_{m}, y_{m}\right)$ of the lens pair, working wavelength $\bar{\lambda}$, and the target distance $z$.

The coordinate parameters of the lens pair and working wavelength are known. To discover the actual distance $z$ of the target from phase factor $\varphi$, we apply a reference distance $z_{c}$ and a correction term $\mu_{c}$ to the acquired signal. $\boldsymbol{\mu}_{c}$ consists of the coordinates of lens pair, working wavelength, and the set reference distance $z_{c}$ :

$$
\begin{equation*}
\boldsymbol{\mu}_{c}=\exp \left\{-\mathrm{j} \frac{\pi}{\bar{\lambda} z_{c}}\left[\left(x_{2}^{2}+y_{2}^{2}\right)-\left(x_{1}^{2}+y_{1}^{2}\right)\right]\right\} \tag{9}
\end{equation*}
$$

Combining Formulas (6) and (7), the corrected signal is:

$$
\begin{equation*}
\boldsymbol{\mu} \boldsymbol{\mu}_{c}=\exp \left[\mathrm{j} 2 \pi\left(u x_{m}+v y_{m}\right)\left(1-\frac{z}{z_{c}}\right)\right] \cdot \frac{\left.\mathcal{F}[I(\alpha, \beta)]\right|_{u, v}}{\iint I(\alpha, \beta) d \alpha d \beta} \tag{10}
\end{equation*}
$$

The complex coherence factor with correction has a phase factor related to the actual distance $z$, the reference distance $z_{c}$, working wavelength $\bar{\lambda}$, and the baseline center position $\left(x_{m}, y_{m}\right)$.

### 2.3. The Influence of the Phase of the Complex Coherence Factor on the Reconstructed Image

The photonics integrated interference imaging system performs discrete sampling of the spatial frequency through the acquisition signals of each interference baseline and reconstructs the image by the 2D inverse Fourier transform. For a single spatial frequency value with a frequency coordinate of $(u, v)$, the spatial domain image obtained by the 2D inverse Fourier transform is a set of sinusoidal fringes. We call it the sub-inversion image. The gray scale change direction of the stripe is: $\vec{r}=(u, v)=(\Delta x, \Delta y)$. According to the linearity of the Fourier transform, the reconstructed image can be regarded as the superposition of the sub-inversion images obtained by the 2D inverse Fourier transform of the acquisition signal of each interference baseline. According to the displacement of the 2D Fourier transform, $\left.\boldsymbol{\mu} \mu_{c} \propto \mathcal{F}\left[I\left[\alpha+x_{m}\left(1-\frac{z}{z_{c}}\right), \beta+y_{m}\left(1-\frac{z}{z_{c}}\right)\right]\right]\right|_{u, v}$, which is the result of the 2D Fourier transform of the object space with translation. Therefore, the phase change of the complex coherence factor causes the sub-inversion image corresponding to the spatial frequency $(u, v)$ of this interference baseline to have a translation of $s_{0}$, whose
direction is $\overrightarrow{r_{s}}=\left(-x_{m},-y_{m}\right)$. Considering the periodicity of the two-dimensional inverse Fourier transform, the translation of this interference baseline is:

$$
\begin{equation*}
s_{0}=\left(-x_{m}\left(1-\frac{z}{z_{c}}\right)+a T_{x},-y_{m}\left(1-\frac{z}{z_{c}}\right)+b T_{y}\right) \tag{11}
\end{equation*}
$$

where $T_{x}=1 / u=\bar{\lambda} z / \Delta x$ and $T_{y}=1 / v=\bar{\lambda} z / \Delta y$ are the period of sub-inversion image, and $a$ and $b$ are arbitrary integers.

As shown in Figure 3a, the object space can be regarded as the superposition of sinusoidal fringes after frequency domain decomposition. The imaging process of the imaging system is equivalent to the discrete sampling of these sinusoidal fringes; calculate the subinversion image with displacement and superimpose them to form a reconstructed image.


Figure 3. The principle of obtaining a reconstructed image. (a) The object space can be decomposed into a series of sub-original images. (b) The sub-inversion images without deviation constitute a clear reconstructed image. (c) The sub-inversion images with same deviation constitute a clear but biased reconstructed image. (d) The sub-inversion images with different deviation constitute a blurred reconstructed image.

To measure the influence of the translation of the sub-inversion image on the reconstructed image, the image deviation, which is the ratio of the translation $s_{0}$ to the size of the reconstructed image, can be used. The size of the reconstructed image is the size of the FOV, which is calculated as $L_{x}=\bar{\lambda} z / B_{\min _{x}}, L_{y}=\bar{\lambda} z / B_{\min _{y}}$, where $B_{\min _{x}}$ and $B_{\min _{y}}$ are
the shortest baseline in two orthogonal directions. Therefore, the image deviation of the sub-inversion image of this interference baseline is:

$$
\begin{equation*}
s=\left(-\frac{x_{m}}{L_{x}}\left(1-\frac{z}{z_{c}}\right)+a \frac{T_{x}}{L_{x}},-\frac{y_{m}}{L_{y}}\left(1-\frac{z}{z_{c}}\right)+b \frac{T_{y}}{L_{y}}\right) \tag{12}
\end{equation*}
$$

The image deviation $s$ decreases with the size of the FOV, and it increases with the midpoint deviation, which is the distance between the center of the interference baseline and the center of the optical axis. In addition, it is also related to the value of the reference distance $z_{c}$. For different interference baseline configurations and reference distances, $s$ have different values, and the corresponding sub-inversion images have different deviations. The value and dispersion of image deviations affect the sharpness of the reconstructed image.

If the coordinates of the midpoints of all interference baselines are equal to zero, such as the radial pairing method of the hexagonal imager [24], all image deviation $s$ of the sub-inversion image can be zeros. Moreover, if the distance between the optical axis and two lenses of the interference baseline are equal, such as the lateral pairing method of the hexagonal imager [24], $x_{1}^{2}+y_{1}^{2}=x_{2}^{2}+y_{2}^{2}$, then $\overrightarrow{r_{s}} \perp \vec{r}$, which means the translation direction of the corresponding sinusoidal fringe is perpendicular to the gray change direction. The sub-inversion image is the same as the original sinusoidal fringe. Moreover, if the distance of the target is very far, the size of FOV will be much larger than the midpoint deviation. $L_{x} \gg x_{m}, L_{y} \gg y_{m}$, and all $s$ will be close to $\left(a \frac{T_{x}}{L_{x}}, b \frac{T_{y}}{L_{y}}\right)$, which is equivalent to $(0,0)$ according to the periodicity. In these cases, all sub-inversion images are in the correct position and the reconstructed image is clear, as shown in Figure 3b.

If the coordinates of the midpoints of each interference baseline are the same but not zero, all $s$ can have the same value. All sub-inversion images have the same deviation, and the reconstructed image is clear but has deviation, as shown in Figure 3c. However, this situation does not occur for complex lens arrangements.

For an imager with an interference baseline configuration that does not meet the above conditions, it is possible to change the value and dispersion of image deviation $s$ by adjusting the value of $z_{c}$. When $z_{c}=z, 1-\frac{z}{z_{c}}=0$ and all $s$ can take the same value $\left(a \frac{T_{x}}{L_{x}}, b \frac{T_{y}}{L_{y}}\right)$, which is equivalent to $(0,0)$ according to the periodicity. The reconstructed image is currently clear. In addition, when $z_{\mathcal{C}}$ is near $z$ but $z_{\mathcal{c}} \neq z$, all $s$ are discrete. The image deviation of each inversion image is discrete, and the reconstructed image is blurred, such as when printing newspapers with misaligned colors, as shown in Figure 3d. Therefore, within the range near the actual distance $z$ of target, the reconstructed image is clear only when $z_{c}=z$. As $z_{c}$ moves away from $z$, the reconstructed image will become increasingly blurred. If the image evaluation function is used to evaluate the sharpness of reconstructed images with different $z_{c}$ values, a peak will appear near $z$.

### 2.4. The Workflow of Three-Dimensional Positioning Imaging Method

According to the previous analysis, we can use a photonics integrated interference imaging system with a complex lens array to collect the complex coherence factor of the object space light at the limited working distance. The midpoints of the interference baselines formed by these lenses are not completely overlapped. The distance between the optical axis and the two lenses of the interference baseline are not equal. Thus, we use the image evaluation function to analyze the relationship between the sharpness of the target image and the reference distance. Next, we set the best reference distance to make the target reconstructed image clearest as the distance of target and calculate the size of the sub-FOV: $L_{x_{c}}=\bar{\lambda} z_{c} / B_{\min _{x}}, L_{y_{c}}=\bar{\lambda} z_{c} / B_{\min _{y}}$. We take them as the actual size of the reconstructed image and calculate the target size according to the relative position of the target in the reconstructed image. The size accuracy is positively related to the positioning accuracy of the distance. The working flow chart of the 3D positioning imaging is shown in Figure 4. This method is a passive visual 3D imaging method with a single camera and single exposure.


Figure 4. Flow chart of the method described in this paper.

### 2.5. Performance Analysis

### 2.5.1. Working Range

The working range of the system is an important performance index. The target distance and the deviation between the midpoint of the interference baseline, as well as the optical axis, cause the phase changes of the complex coherence factor. To satisfy the interference theorem, the optical path changes corresponding to the phase changes cannot exceed the coherence length of the interference measurement, that is, $\bar{\lambda} \varphi / 2 \pi \leq L_{c} \approx$ $\bar{\lambda}^{2} / \Delta \lambda . \Delta \lambda$ is the bandwidth of each wavelength channel. According to Formula (6),

$$
\begin{equation*}
\frac{x_{m} \Delta x+y_{m} \Delta y}{z} \leq \frac{\bar{\lambda}^{2}}{\Delta \lambda} \tag{13}
\end{equation*}
$$

The vector of the interference baseline length is expressed as $\vec{B}=(\Delta x, \Delta y)$. The vector of the baseline midpoint coordinates is expressed as $\overrightarrow{P_{m}}=\left(x_{m}, y_{m}\right)$. Thus, $x_{m} \Delta x+y_{m} \Delta y=$
$\vec{B} \cdot \overrightarrow{P_{m}} \leq|\vec{B}|\left|\overrightarrow{P_{m}}\right|=B d_{m} \cdot d_{m}=\sqrt{x_{m}^{2}+y_{m}^{2}}$ is the distance between the optical axis and midpoint of interference baseline. The value of $x_{m} \Delta x+y_{m} \Delta y$ is the largest when the baseline direction is radial. Therefore, the minimum working distance of the system is:

$$
\begin{equation*}
z \geq \frac{\max \left(B d_{m}\right) \Delta \lambda}{\bar{\lambda}^{2}} \tag{14}
\end{equation*}
$$

The far distance between the optical axis and the midpoint of the interference baseline, as well as the large working bandwidth, will limit the minimum working distance.

In addition, the uncorrected image deviation, which can be obtained by setting the reference distance to infinity, determines the sharpness of the reconstructed image without using the reference distance. According to Formula (12), the increase in the distance makes the image uncorrected deviation decrease until its influence can be ignored. To estimate the distance, the uncorrected image deviation $|\boldsymbol{s}|$ should be greater than $\kappa$. $\kappa$ is the minimum value of image deviation when the displacement of the inversed image without correction makes the reconstructed image blurred, which can be estimated by simulation. According to Formula (12), $|\boldsymbol{s}|$ a has a minimum value $d_{m} / L$, where $L=\bar{\lambda} z / B$ is the period corresponding to this interference baseline. Thus, the maximum working distance is calculated as:

$$
\begin{equation*}
z \leq \frac{\min \left(B d_{m}\right)}{\kappa \bar{\lambda}} \tag{15}
\end{equation*}
$$

Reducing the working wavelength, increasing the length of the interference baseline, and increasing the distance between the midpoint of the baseline and the optical axis can improve the maximum working distance.

### 2.5.2. Influencing Factors of Positioning Accuracy

Positioning accuracy is an important indicator of 3D positioning imaging. The number and distribution of interference baselines in the photonic integrated interference imaging system directly determine the sampling range of the spatial frequency. More numbers and a more reasonable interference baseline configuration can obtain clearer optimal reconstructed images and a higher positioning accuracy. The blur of the reconstructed image is caused by the displacement of the sub-inversion image relative to the ideal fringe position. The process of finding the reference distance that makes the reconstructed image the clearest is the process of finding the reference distance that makes the image deviation zero. The larger and discrete image deviation makes the effect of adjusting the reference distance on the reconstructed image more significant, which helps to obtain a higher positioning accuracy. According to Formula (12), when the length and direction of the interference baseline are determined, increasing the distance between the midpoints of the interference baselines and the optical axis can increase the image deviation of the system, thus improving the positioning accuracy while ensuring the imaging quality.

The 3D positioning imaging method relies on the sharpness of the reconstructed image. The reconstructed image, when the reference distance is equal to the target distance, is called the best reconstructed image. The measurement errors of the complex coherence factor affect the spatial frequency value used for calculation and analysis, which in turn affects the quality of the best reconstructed image. The phase measurement error has the greatest influence on the reconstructed image [33], which also affects the accuracy of the positioning work.

The spatial scale resolution of the photonic integrated interference imaging system is calculated as $\Delta L=\bar{\lambda} z / B_{\text {max }}$, which is the maximum baseline length of the system. Combined with Formula (12), for a fixed-size target, it can obtain a clearer best reconstructed image and higher positioning accuracy at a smaller working wavelength and a closer distance. The larger working bandwidth reduces the value of the mode of the complex coherence factor measured by the interference baseline with the midpoint deviating from the optical axis. The smaller working bandwidth improves the imaging quality and posi-
tioning accuracy. For targets with different textures, targets with more textures can obtain a better definition evaluation function response and a higher positioning accuracy than targets with less texture.

In addition, the image sharpness evaluation function also affects the accuracy of the estimated distance. Two no-reference image sharpness evaluation functions were selected in this paper. One is an image sharpness evaluation function based on the Laplace gradient function [34]. According to the characteristics of interference imaging, the spatial period corresponding to low frequency is larger high frequency. When the reference distance is far away from the actual distance of the target, the blurring of the image mainly comes from the deviation of the low frequency fringes. When the reference distance is close to the actual distance of the target, the blurring of the reconstructed image is mainly caused by high frequency fringes. Therefore, the other evaluation function based on the negative value of the structural similarity (SSIM) [35] of the reconstructed image and the filtered image after removing the highest frequency. The larger the value of the two evaluation functions, the closer the reference distance to the target distance.

## 3. Results

### 3.1. Simulation Subsection

### 3.1.1. 3D Imaging Results of Single-Distance Target

The light collection and interference process of the photonics integrated interference imaging system was simulated and analyzed through the simulation program. The "checkerboard" imager, using a $(2 N+1) \times(2 N+1)$ square grid lens arrangement, was chosen, and the satellite shown in Figure 5a was chosen as the target image. The parameters of the imager and target are listed in Table 1, and the size of the target was selected as the size of FOV at this distance. The simulation process follows: the lights from the target are coupled into the optical waveguide array by the lens array and split by the demultiplexer. After passing the phase shifter, the lights are converted into a photocurrent by the balanced four quadrature detector. The corrected acquisition signal is calculated using photocurrent and reference distance, and the reconstructed image is obtained after the inverse Fourier transform.

The midpoint deviation of interference baseline is scattered in the center of four parts: $(0.051 \mathrm{~m}, 0.051 \mathrm{~m}),(0.051 \mathrm{~m},-0.050 \mathrm{~m}),(-0.050 \mathrm{~m}, 0.051 \mathrm{~m})$, and $(-0.050 \mathrm{~m},-0.050 \mathrm{~m})$. The reconstructed image when $z_{c}$ takes infinity is shown in Figure 5b, which is the result based on the signals without the correction term related to reference distance. The reconstructed image without correction has overlapping fringes due to the deviations of sub-inversion images, which leads to blur and distortion.


Figure 5. (a) Target image of computer simulation. (b) The reconstructed image without correction (The reference distance takes infinity).

Table 1. The parameters of the imager and target for the simulation of single-distance target.

| Parameter | Value |
| :---: | :---: |
| Array parameter $N$ | 50 |
| Size of the lens array | $101 \times 101$ |
| Minimum baseline $B_{\min }$ | 0.002 m |
| Diameter of the $d$ | 0.002 m |
| Diameter of system $D$ | 0.283 m |
| Size of the waveguide array after each lens | $1 \times 1$ |
| Working wavelength $\lambda$ | 600 nm |
| FOV | $0.0172^{\circ}$ |
| Distance of target $z$ | 1500 m |
| Width of FOV of single waveguide $L$ | 0.450 m |

The reconstructed image when $z_{\mathcal{C}}=1500 \mathrm{~m}$ is shown in Figure 6 a . The reconstructed image with correction using the actual distance as reference distance is clear because the deviation of each sub-inversion image is eliminated. Then, changed $z_{\mathcal{c}}$ from 500 m to 2500 m to obtain the corresponding reconstructed images, and the reconstructed images when the value of $z_{c}$ is set to $1000 \mathrm{~m}, 1475 \mathrm{~m}$, and 1550 m , respectively, are shown in Figure $6 \mathrm{~b}-\mathrm{d}$. The normalized result of evaluating each reconstructed image using the evaluation function of sharpness based on the Laplace gradient function is shown by the dotted blue line in Figure 7. The normalized result of evaluating each reconstructed image using the evaluation function of sharpness based on the negative value of SSIM of the reconstructed image and the filtered image after removing the highest frequency is shown by the solid red line in Figure 7. Two evaluation functions show good unimodality. Set a search region with a certain step length near the peak, calculate the maximum value position within this region, and then set a smaller region and step near the maximum position of this region. Repeat the search process until the region length is less than 0.01 m to obtain the best reference distance. The best reference distance of evaluation functions based on gradient and SSIM are 1501.91 m and 1496.48 m , respectively. Taking 1501.91 m as the estimated distance of the target, combined with the working wavelength and the minimum baseline, the size of the reconstructed image is $L_{c}=\lambda z_{c} / B_{\min }=0.4507 \mathrm{~m}$.


Figure 6. The reconstructed image when the reference distance is (a) 1500 m , (b) 1000 m , (c) 1475 m , and (d) 1550 m respectively.


Figure 7. The relationship between the sharpness of the reconstructed image and the value of the reference distance, which is evaluated by the Laplacian gradient function (dotted blue line) and the negative SSIM (solid red line), respectively. The abscissa sampling step in the main drawing is 1 m , and the abscissa sampling step in the sub-drawing is 0.05 m .

### 3.1.2. 3D Imaging Results of the Targets at Different Distances

The "checkerboard" lens arrangement method is still used, and the parameter $N$ is unchanged. Select the parameters of the imager shown in Table 2, and then the midpoint deviation of interference baseline is scattered in the center of four parts: ( $0.0765 \mathrm{~m}, 0.0765 \mathrm{~m}$ ), ( $0.0765 \mathrm{~m},-0.0750 \mathrm{~m}),(-0.0750 \mathrm{~m}, 0.0765 \mathrm{~m}),(-0.0750 \mathrm{~m},-0.0750 \mathrm{~m})$. To verify the 3D imaging ability of this method at different working wavelengths, the working wavelength is changed to 800 nm . Set up a scene where the distances of targets occluded in the FOV are not unique. As shown in Figure 8a, the imager installed on a reconnaissance aircraft at the attitude of $z_{1}=10 \mathrm{~km}$ is imaging a road area. The coordinate of the imager is $(0 \mathrm{~m}$, $0 \mathrm{~m}, 0 \mathrm{~m}$ ) and the swath of ground is $L=F O V z_{1}=24 \mathrm{~m}$. An UAV flies over the road, its flying attitude is 2 km , its shape is shown in Figure 8 b , its size is $1.79 \mathrm{~m} \times 1.43 \mathrm{~m}$, and the coordinate of its center point is $(-2.19 \mathrm{~m},-4.00 \mathrm{~m}, 8000 \mathrm{~m})$. Therefore, the distance between the UAV and the imager is $z_{2}=8 \mathrm{~km}$. The image of the road area is shown in Figure 8c, where the red area is the projection of UAV on the ground. The "car" area used for comparison is shown in Figure 8d, where the coordinate of its center point is ( 3.96 m , $9.83 \mathrm{~m}, 10,000 \mathrm{~m}$ ), and the length of the car is 2.83 m .

Table 2. The parameters of the imager and target for the simulation of the targets at different distances.

| Parameter | Value |
| :---: | :---: |
| Array parameter $N$ | 50 |
| Size of the lens array | $101 \times 101$ |
| Minimum baseline $B_{\text {min }}$ | 0.003 m |
| Diameter of the $d$ | 0.002 m |
| Diameter of system $D$ | 0.424 m |
| Size of the waveguide array after each lens | $9 \times 9$ |
| Working wavelength $\lambda$ | 800 nm |
| FOV | $0.1375^{\circ}$ |
| The distance of the ground and the car $z_{1}$ | 10 km |
| The length of the car | 2.83 m |
| The distance of the UAV $z_{2}$ | 8 km |
| The size of the UAV | $1.79 \mathrm{~m} \times 1.43 \mathrm{~m}$ |



Figure 8. The scene of 3D imaging simulation. (a) The spatial position of the imager, UAV, and ground. (b) The shape of UAV. (c) The image of ground with a red area which is the projection of the UAV. (d) The image of the "car" area.

Following the same simulation process, the reconstructed images are obtained based on the reference distance $z_{c}$ varying from 6 km to 12 km . The reconstructed images of the UAV area and the "car" area are evaluated based on the Laplace gradient function, and the results are shown in Figure 9. Use interval search algorithm and take 1 m as the target precision. The best reference distances for them are 8.034 km and 9.997 km , respectively. The reconstructed images when the reference distance $z_{c}$ is 8.034 km and 9.997 km are shown in Figures 10a and 11a, respectively. When the reference distance is set to 8.034 km , the reconstructed image of the ground part is blurry and has fringes, which is caused by the incorrect correction of the collected signals. When the reference distance is set to 9.997 km , the ground part is clear, and only the UAV are is affected. Figures 10b and 11b show the reconstructed image of the "car" area. Figures 10c and 11c show the reconstructed image of the UAV area. The UAV in the reconstructed image is clear, but the car is not clear when the corrected distance is close to the actual distance of UAV. In addition, the car in the reconstructed image is clear, but the UAV part is not clear when the corrected distance is close to the actual distance of the ground. Take 8.034 km as the distance of UAV. According to the relative position of the UAV in reconstructed image, its size is calculated as $1.80 \mathrm{~m} \times 1.44 \mathrm{~m}$, and the coordinate of its center point is calculated as $(-2.20 \mathrm{~m},-4.02 \mathrm{~m}$, 8034 m ). Take 9.997 km as the distance of the ground. According to the relative position of the "car" area in the reconstructed image, the coordinate of its center point is calculated as $(3.96 \mathrm{~m}, 9.82 \mathrm{~m}, 9997 \mathrm{~m})$, and the length of the car is calculated as 2.83 m .


Figure 9. The relationship between the sharpness of the reconstructed image and the value of the reference distance, which is evaluated by the Laplacian gradient function. The abscissa sampling step is 10 m .


Figure 10. The simulation results of (a) the reconstructed image, (b) the "car" area and (c) the UAV area when the reference distance is 8.034 km .


Figure 11. The simulation results of (a) the reconstructed image, (b) the "car" area and (c) the UAV area when the reference distance is 9.997 km .

### 3.2. Experimental Results

In the process of optical interference imaging, the deviation of the midpoint of the interference baseline relative to the optical axis causes the phase change $\Delta \varphi=2 \pi \boldsymbol{B} \cdot \boldsymbol{d} / \bar{\lambda} z$ of
the complex coherence factor, where $\boldsymbol{B}=\left(x_{2}-x_{1}, y_{2}-y_{1}\right)$ is the interference baseline, and $\boldsymbol{d}$ is the displacement of the midpoint position of the lens relative to the center of the target. The phase change of the complex coherence factor causes the spatial fringes corresponding to the interference baseline to shift in the reconstructed image, which affects the sharpness of the reconstructed image. This is the theoretical basis of the passive 3D positioning imaging method based on the photonic integrated interference imaging system. We set up an interference experiment of the broad-spectrum light and a grating composed of fixed spacing stripes as the target to verify the relationship between the relative displacement of the spatial fringe target and the center of the lens, the target distance, and the phase of the complex coherence factor, which verifies the correctness of the basic theoretical of the 3D spatial positioning imaging method proposed in this paper.

The optical fiber system is used for a verification experiment. As shown in Figure 12, the lights emitted by a broad-spectrum light source (Thorlabs OSL2IR) pass through the target. Then, the lights are collimated by the collimator with a focal length of 2.27 m and filtered by the filter with a filtering range of $1550 \mathrm{~nm} \pm 20 \mathrm{~nm}$. Two fiber collimators with a distance of $d$ collected the lights. One ray of lights passes through the motor delay line and the fiber stretcher, and then interferes with the other ray of lights through $2 \times 2$ optical fiber coupler. The fiber stretcher with large range and step length is used to initially find the equal optical path position, and the motor delay line with small range and step length is used to scan the interference curve near the equal optical path position. Finally, the detectors are used to collect two interference signals with opposite phase after interference. The image of the experimental equipment is shown in Figure 13.


Figure 12. Schematic diagram of interference experiment device.


Figure 13. The image of the experimental equipment. (a) The front optical path. (b) The backend optical path.

A grating pattern with a side length of 2 mm and the light and dark stripe width of $50 \mu \mathrm{~m}$ respectively is used as the target. The fiber collimators are set with a distance of $B=3.5 \mathrm{~cm}$ and obtain a distance of $z=2.27 \mathrm{~m}$ from the target. Translate the target in the direction parallel to the interference baseline by $\Delta d$ to change the distance between the midpoint of fiber collimators and the optical axis. The phase change caused by the translation is:

$$
\begin{equation*}
\Delta \varphi=\frac{2 \pi}{\lambda z} \Delta d B \tag{16}
\end{equation*}
$$

This means that the phase will change one period when the target is moved by $\lambda z / B=100 \mu \mathrm{~m}$.

The target is translated from 0 to $250 \mu \mathrm{~m}$ through an optical adjustable mount, and the interference curve of each position is measured four times by adjusting the motor delay line. The interference curve of ideal light distribution is:

$$
\begin{equation*}
I=I_{b g} \Delta v\left\{1+\eta \sin \mathrm{c}(\Delta v \tau) \cos \left[\arg (\mu)+2 \pi v_{0} \tau\right]\right\} \tag{17}
\end{equation*}
$$

where $I_{b g}=I_{1}+I_{2}$ is the light intensity of the two rays of lights, $\eta=\frac{2 \sqrt{I_{1} I_{2}}|\mu|}{I_{1} I_{2}}$ is fringe visibility, and $\tau$ is the optical path difference between two rays of lights. As shown in Figure 14a, the ideal interference envelope is a sinc curve after removing the direct current component.


Figure 14. (a) Ideal interference curve and envelope. (b) The interference curve obtained in actual experiment.

In the actual experiment, the non-ideal light intensity distribution, the dispersion effect caused by long optical fiber, the vibration of the optical fiber, and the noise change the shape of the interference curve, as shown in Figure 14b. The non-ideal light source and dispersion effect reduce the extreme value of the envelope and increase the distance of the first zero point. The vibration of the optical fiber introduces additional random phase difference changes, resulting in the scanning time no longer linearly corresponding to the actual optical path difference changes. The phase difference between each peak in the curve is a period, so this paper calculates the phase difference between different interference curves using the peaks of the interference curve after low pass filtering and normalization.

As shown in Figure 15, the peaks of two interference curves with different phases of complex coherence factors fall on the same interference envelope. Reassign the peaks of the two curves with the number of cycles as the abscissa, then the interference envelope formed by the two groups of peaks has translation. The translation amount is the phase difference of the complex coherence factor of two curves. The phase change of each position
is analyzed based on the initial position, and the relationship between the unwrapped phase and the translation is shown in Figure 16, which matches the theoretical variation.


Figure 15. Interference curve and envelope with different phases of complex coherence factor, where the phase of the complex coherence factor of the curve 1 , peaks 1 , envelope 1 is 0 , and the phase of the complex coherence factor of the curve 2 , peaks 2 , envelope 2 is $\pi$. (a) The data take the value of scanning optical path difference divided by the wavelength as the abscissa. (b) The data take the number of cycles as the abscissa.


Figure 16. The relationship between the unwrapped phase change and the translation.

## 4. Discussion

The simulation results of the single range target show that the sharpness of the reconstructed image can be changed by adjusting the reference distance. By using the image sharpness evaluation algorithm to evaluate the target reconstruction images at different reference distances, the evaluation function curve shows a good unimodality. The estimated distance and size of the target obtained by searching the peak position of the evaluation function curve through the interval search algorithm are very close to the actual distance and size. The evaluation function based on negative SSIM has smaller oscillations when the corrected distance is far from the actual distance, and has a smaller full width at half maximum (FWHM) near the actual distance, but it is only suitable for evaluating
the overall image because it requires high-frequency image information. The performance of the evaluation function based on the gradient can be used to analyze local patterns. The positioning errors of the two evaluation functions are 1.91 m and 3.52 m , respectively, which can be expressed as $0.127 \%$ at 1500 m and $0.234 \%$ at 1500 m .

The simulation results of targets with different distances show that the sharpness of different target images in the reconstructed image can be changed by adjusting the reference distance. The evaluation function of each target image shows a good unimodality near its actual distance. The distance, size, and clear image of the target at different distances can be obtained by the interval search algorithm. The positioning error of the UAV target is 34 m , which can be expressed as $0.425 \%$ at 8000 m , and the positioning error of the ground car target is 3 m , which can be expressed as $0.030 \%$ at $10,000 \mathrm{~m}$. Because the positioning work depends on the sharpness evaluation of the target reconstructed image, the feature texture of the target affects the sensitivity of the evaluation function. Choosing the evaluation function sensitive to gradient change and high frequency change, as well as the target with complex texture, will improve the positioning accuracy to a certain extent.

The accuracy of the passive 3D imaging method proposed in this paper cannot match an active imaging method, such as lidar. However, it is close to $0.833 \%$ at 60 m [6] of monocular estimation method, $0.140 \%, 0.095 \%$, and $0.049 \%$ at 200 m [7] and $2.157 \%$ at 100 cm [8] of stereo vision method, $0.034 \%, 0.028 \%$, and $0.047 \%$ at 200 m [10] and $0.568 \sim 0.787 \%$ at $38.5 \sim 53.3 \mathrm{~m}$ [11] of the oblique photography method. Compared with the stereo vision method and oblique photography method for 3D reconstruction of point cloud, our method is to locate and image the discrete distance target, respectively. Limited by the interference principle, our method has a minimum working distance. Using the imager parameters shown in Table 1, and assuming a bandwidth of 20 nm , the theoretical minimum working distance of the system is calculated to be 283.33 m according to Formula (14). Thanks to the small size, weight, and power consumption of the photonic integrated interference imaging system due to its high integration, our method can also choose UAV, airship, and satellite as the carrying platform.

The research on the photonic integrated interferometric imaging system is still in the primary stage. Only a few studies have reported the PIC chip with interferometer elements [14,29-31], and no prototype has been fabricated. The imaging of complex targets is still very difficult. Therefore, we selected the simplest fringe target for basic principle verification, which was based on the relationship between the relative displacement of the spatial fringe and the midpoint of the interference baseline, the target distance, and the phase of the complex coherence factor. We measured the wide-spectrum optical interference signal curves of different fringe target translations. By analyzing the phase difference of the complex coherence factor corresponding to each interference curve, we calculated the phase of the complex coherence factor measured by the interference baseline with a length of 3.5 cm change $\pi$ for $50 \mu \mathrm{~m}$ movement of the fringe target at an imaging distance of 2.27 m . It shows that the variation of spatial translation, target distance, and complex coherence factor phase is consistent with the theory: $\Delta \varphi=2 \pi \boldsymbol{B} \cdot \boldsymbol{d} / \bar{\lambda} z$, which indirectly verifies the correctness of the basic theory of the proposed method. However, due to the limitations of the experimental conditions, we do not have the conditions to directly obtain the phase of the complex coherence factor measured by the interference baseline, so that the reconstructed image of the target cannot be obtained directly, which is a key problem to be solved.

## 5. Conclusions

3D positioning imaging methods are an important part of planetary, lunar, and deep space exploration. Various 3D imaging methods have been proposed, and all traditional passive 3D imaging methods are based on diffraction imaging technology. The photonics integrated interference imaging system based on interference imaging collects the complex coherence factor of object light, which is closely related to object distance, and gives passive 3D imaging method new enlightenment. This paper discusses the conditions for
reconstructing clear images from the complex coherence factor collected by the photonics integrated interference imaging system at the limited working distance and shows that adjusting the reference distance can significantly affect the sharpness of the reconstructed image when using an imager with a complex lens array. The midpoints of the interference baselines formed by these lenses are not completely overlapped. The distance between the optical axis and the two lenses of the interference baseline are not equal. Based on this, a single exposure passive 3D imaging method is proposed in this paper. The positioning accuracy of this method is related to the value and dispersion of the "image deviation". Increasing the parameters of the lens array, increasing the distribution distance of the midpoints of the interference array, reducing the target distance, and working wavelength can improve the positioning accuracy.

This article proves that the photonics integrated interference imaging system can acquire 3D information of the target, which may provide a new method and idea for the design of the imagers. This paper provides a new passive 3D positioning and imaging scheme with higher integration, that is faster and more convenient for the field of planetary, lunar, and deep space exploration.
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