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Abstract: The continuous acquisition of spatial distribution information for offshore hydrocarbon
exploitation (OHE) targets is crucial for the research of marine carbon emission activities. The method-
ological framework based on time-series night light remote sensing images with a feature increment
strategy coupled with machine learning models has become one of the most novel techniques for
OHE target extraction in recent years. Its performance is mainly influenced by machine learning
models, target features, and regional differences. However, there is still a lack of internal comparative
studies on the different influencing factors in this framework. Therefore, based on this framework,
we selected four different typical experimental regions within the hydrocarbon basins in the South
China Sea to validate the extraction performance of six machine learning models (the classification
and regression tree (CART), random forest (RF), artificial neural networks (ANN), support vector
machine (SVM), Mahalanobis distance (MaD), and maximum likelihood classification (MLC)) using
time-series VIIRS night light remote sensing images. On this basis, the influence of the regional
differences and the importance of the multi-features were evaluated and analyzed. The results
showed that (1) the RF model performed the best, with an average accuracy of 90.74%, which was
much higher than the ANN, CART, SVM, MLC, and MaD. (2) The OHE targets with a lower light
radiant intensity as well as a closer spatial location were the main subjects of the omission extraction,
while the incorrect extractions were mostly caused by the intensive ship activities. (3) The coefficient
of variation was the most important feature that affected the accuracy of the OHE target extraction,
with a contribution rate of 26%. This was different from the commonly believed frequency feature in
the existing research. In the context of global warming, this study can provide a valuable information
reference for studies on OHE target extraction, carbon emission activity monitoring, and carbon
emission dynamic assessment.

Keywords: offshore hydrocarbon exploitation targets; night light remote sensing images; feature
increment strategy; machine learning model; feature evaluation

1. Introduction

Massive carbon emissions contribute to global warming and pose a great threat to
the world’s ecosystems and sustainable development [1]. Countries around the world
are reducing carbon emissions in a global compact to improve their ability to combat
climate change [2]. Most of the anthropogenic greenhouse gas emissions come from the
combustion of fossil fuels [3–5]. According to the International Energy Agency (IEA), the
total greenhouse gas emissions from energy reached a historic high in 2021 [6]. Of these,
offshore hydrocarbon exploitation (OHE) provided nearly 30% of the global hydrocarbon
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growth [7,8] and was an important source of marine carbon emissions since its exploitation
process is accompanied by fossil fuel combustion, flare burning, venting and escape, and
electricity consumption, all of which emit a large amount of methane, CO2, etc. [9,10].
Therefore, the continuous and dynamic acquisition of spatial distribution information for
OHE targets (exploitation platforms, platform groups, FPSOs, etc.) provides an important
basic database for monitoring and analyzing offshore carbon emission activities. It is also
of great significance for carbon emission policy formulation and carbon trading.

With wide coverage and multiple sources of information, remote sensing technology
can overcome the limitation of the difficulty of close proximity observation, thus becoming
the most effective method for extracting OHE targets. As of now, many scholars have
completed considerable work and gained outstanding headway in this research field.

Since OHE targets and ships have similar scattering properties in synthetic aperture
radar (SAR) images, the offshore ship detection algorithm is also applied to the detection
of OHE targets. For example, Chen et al. [11] implemented an extraction of OHE plat-
forms in the western part of the South China Sea based on ENVISAT ASAR images using
the two-parameter constant false alarm rate (CFAR) detection algorithm. Cheng et al. [12]
achieved an automatic matching of OHE targets using the CFAR detection algorithm com-
bined with a point clustering matching model based on invariant triangle rules. However,
the CFAR algorithms are mostly pixel-based, which are highly susceptible to interference
from sea clutter and the weak scattering of some HE targets. Since deep learning algorithms
are very capable of feature learning, they provide new ideas for the recognition of OHE
targets based on SAR images. Falqueto et al. [13] implemented the recognition of OHE
platforms using the visual geometry group 16 (VGG-16) and visual geometry group 19
(VGG-19) convolutional neural network models based on Sentinel-1 SAR images. Liu
et al. [14] proposed a target recognition algorithm coupling level set segmentation of the
limited initial region with a convolutional neural network (CNN) and achieved an effective
differentiation between the OHE platforms and the ships based on polarized synthetic
aperture radar (PolSAR) images. Although SAR is capable of all-weather observation [15],
its high data cost, low observation frequency, and low sea area coverage make it difficult to
achieve large-scale and long time-series OHE target extraction [16].

Different from SAR images, optical images have a longer service life, wider coverage,
and larger data inventory, which effectively compensate for the time and space span
deficiency of SAR images [17–19]. Therefore, many studies on the extraction of OHE targets
based on optical images have been conducted. For example, Xing et al. [18] proposed an
iterative threshold segmentation algorithm to detect the distribution of ships and OHE
platforms in the Bohai Sea based on Landsat images. Liu et al. [20] effectively extracted
OHE platforms in the Thailand Gulf, the Persian Gulf, and the northern Mexico Gulf
based on Landsat-8 OLI images using both time-series and multi-refinement strategies. In
addition, this automated method was extended to different types of satellite images [17].
Zhu et al. [21] proposed a multi-temporal normalized difference water index (NDWI)-based
OHE platform detection method and extracted OHE platforms in the Caspian Sea using
multi-temporal Landsat-7 ETM+ images. However, since the thresholds used in the above
methods are typically defined based on the actual situation of the study area and are largely
chosen empirically, it is difficult to determine the optimal threshold. Furthermore, optical
images are difficult to use to obtain high-quality long-term images of the same area in
the sea due to the impact of cloudy and rainy weather, which leads to deficiencies in the
continuous and dynamic acquisition of OHE targets at sea [22,23].

In comparison to the first two data sources, night light remote sensing image data
represented by NPP/VIIRS images can cover a vast region and be dynamically updated
in a long time series, which was used in the study of OHE gas flaring monitoring [24–27].
Although the spatial resolution of nocturnal light data is relatively low [20], its high
temporal resolution and ability to cover long time periods and large areas not only provide
a free and abundant source of data for extracting OHE targets, but also demonstrate great
potential in meeting the more refined time scales required for monitoring carbon emission
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activities. Currently, related products and datasets are published in this field, for example,
the global gas flaring distribution data obtained by Elvidge et al. [25] based on the VIIRS
Nightfire (VNF) algorithm [28], and the global industrial heat source products extracted
from long time-series VIIRS images by Liu et al. [29]. It should be noted that this product
does not include a non-gas central processing platform, and there may be omissions in the
detection of OHE targets with a low radiation intensity. However, OHE targets without
gas emissions or with a weak radiation intensity are also important sources of carbon
emissions. To address this problem, Wang et al. [23] proposed a framework of a coupled
feature increment strategy and machine learning model based on time-series VIIRS images.
This framework successfully extracted the spatial distribution of OHE targets in the South
China Sea from 2012 to 2019, including “weak targets” with a low light intensity and low
occurrence frequency. This method avoids the difficulties of setting thresholds, such as
frequency parameters, in the existing studies. However, the performance of this framework
is affected by the type of machine learning model, target features, and regional differences.
Currently there is insufficient understanding of which type of machine learning model
performs best, which type of feature has the greatest impact, and what factors contribute to
errors in this framework.

To address the aforementioned problems, this study intends to extract OHE targets
based on time-series VIIRS night light remote sensing images combined with a machine
learning model. The main study objectives are (1) to compare and analyze the performance
of the different machine learning algorithms in the OHE targets extraction, (2) to evaluate
the degree of importance for the multi-features, and (3) to analyze the error factors in the
different regions. The research results can provide technical support for the extraction of
offshore carbon emission targets and data support for the subsequent analysis of the spatial
and temporal variations of offshore carbon emission activities.

2. Study Area and Datasets
2.1. Study Area

In order to explore the impact of the regional differences on the extraction of the
OHE targets, we selected four different typical regions in the South China Sea for the
experiments. These four experimental areas were characterized by strong OHE activities,
all of which were carbon emission intensive areas. Meanwhile, they displayed obvious
regional differences.

The Pearl River Mouth Basin is located between 18◦30′N–23◦30′N, 113◦10′E–118◦00′E,
bordering the Qiongdongnan Basin in the west and the Taixinan Basin in the east. By 2021,
48 hydrocarbon fields and 36 hydrocarbon-bearing formations have been discovered in
the Pearl River Mouth Basin, with the cumulative proven oil reserves exceeding 10 × 108 t
and the natural gas reserves reaching 1800 × 108 m3 [30]. Therefore, it has turned into
the most intensively developed hydrocarbon basin of the South China Sea at present. We
selected the first experimental area in the northeastern part of the Pearl River Mouth Basin
(Figure 1, Region 1), which mainly covers the Huizhou 26-4, Huizhou 32-3, Xijiang 24-3,
and Xijiang 30-2 hydrocarbon fields, and the distribution among OHE targets is relatively
independent. In addition, the region is close to coastal cities such as Guangzhou and Hong
Kong in southern China, and is busy with the ship traffic.

The Zengmu Basin is located between 2◦33′N–7◦08′N, 108◦30′E–114◦15′E. It borders
the WanAn Basin to the northwest and is separated from the Brunei-Sabah Basin by the
Tinja fault [31] to the east. It is bordered by Indonesia to the west and Malaysia to the east.
Currently, the proven geological reserves of natural gas are about 4.7 × 1012 m3, the oil
geological reserves are about 8 × 108 t, and more than 500 wellheads have been drilled. We
selected the second experimental area within the SK305 and SK309 hydrocarbon blocks
in the southern part of the Zengmu Basin (Figure 1, Region 2), which mainly contains
the gas fields E6, F23, F6, E11, and F13. The OHE targets in this experimental area are
generally scattered, but some of them are distributed in groups, and the intensity of the
light radiation varies greatly among the different targets in the VIIRS images.
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The Mekong Basin is located on the continental shelf of Vietnam, bordered by the
Vietnamese mainland to the north and the Wan An Basin to the south, covering an area of
about 41,000 m2 with a sediment thickness of more than 7 km. As of 2012, 46 hydrocarbon
fields have been discovered in the Mekong Basin, with proven recoverable oil reserves of
over 600 million m3 and natural gas reserves of over 170 billion m3. To date, 232 wells have
been drilled in the Mekong Basin by the Vietnamese and other foreign oil companies [32].
The number of OHE targets within blocks 15-1 and 01 in the northeastern Mekong Basin is
large and very densely distributed, so we selected the third experimental area from within
these two blocks (Figure 1, Region 3). It should be noted that this area is close to the Ho
Chi Minh Port in Vietnam, and there is a relatively high volume of traffic of ships coming
and going.

The Brunei-Sabah Basin is located offshore in northeastern Kalimantan, with an area
of about 94,000 km2 and Cenozoic deposits up to 12.5 km thick. Among them, the deep
water area has not only become the main area of hydrocarbon discovery in the basin in
recent years but also one of the important pillars of the future Malaysian oil industry [33].
The experimental area in this basin is located within the SK307 hydrocarbon block, which is
adjacent to the coastline of Malaysia and Brunei. Although there are many OHE targets in
this area, the radiation intensity of these targets is relatively weak, and there is a significant
difference in the light radiation intensity of each target.

2.2. Datasets

The datasets used in this study include NPP, VIIRS, and NTL images, Sentinel-2
images, and offshore platform records.

(1) VIIRS Day/Night Band Nighttime Lights Monthly Composite Images
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The VIIRS sensor radiation detection range is wide, covering a total of 22 spectral
bands. Among them, the day/night (DNB) band can detect both electric lighting sources
and combustion sources [28], thus both the OHE targets with and without gas flaring
can be detected using VIIRS images. In addition, the high temporal resolution of VIIRS
night light images can meet our needs for the OHE targets extraction and carbon emission
monitoring under a long time series. Therefore, we used VIIRS nigh light images for
the extraction of the OHE targets. We downloaded 24 images in 2016 and 2017 from the
Earth Observation Group, Payne Institute for Public Policy, Colorado School of Mines
(https://eogdata.mines.edu/nighttime_light/monthly/ (accessed on 1 September 2022)).
The spatial resolution of the data was approx. 500 m, the range was Tie 3_75N060E, and
the data format was VCMCFG.

Since this range was far beyond the study area, we clipped the monthly VIIRS images
for 2016 and 2017 with the boundaries of the Pearl River Mouth Basin, the Zengmu Basin,
the Mekong Basin, and the Brunei-Sabah Basin.

(2) Offshore Platform Records and Sentinel-2 images

To evaluate the accuracy of the OHE targets extraction results based on the long time-
series VIIRS images, we collected the offshore platform records and Sentinel-2 images in
2016 and 2017 and used them as the important evaluation data to verify the accuracy of the
OHE targets extraction and analyze the influencing factors.

The data of the offshore platform records were obtained from thematic product and
the field survey data provided by the State Key Laboratory of Resources and Environment
Information System, Institute of Geographical Sciences and Natural Resources, Chinese
Academy of Sciences (http://www.lreis.ac.cn/ (accessed on 11 March 2023)). These data
recorded the location and photos of offshore platforms in the South China Sea from 2014
to 2017. The Sentinel-2 images of the study area were acquired through the Google Earth
Engine with a maximum spatial resolution of 10 m. We selected the images in 2017 using the
time filter function on the Google Earth Engine platform and then used the quality control
band (QA) to de-cloud, taking the image set as the validation data for the target extraction.

3. Methods
3.1. OHE Target Extraction Framework of the Coupling Feature Increment Strategy and Machine
Learning Model

The framework mainly consisted of three parts: the data preprocessing, multi-features
construction, and target extraction. The specific processes are as follows.

(1) First, the pixels with values less than 0 in the VIIRS images were adjusted. This was
because the light radiation intensity values less than 0 were often not practically meaningful
and tended to interfere with the subsequent calculations [23,34]. Then, the local sigma
filtering [35] was used to further remove the large amount of noise contained in the monthly
VIIRS images. This reduced the possibility of an incorrect extraction in the subsequent
target extraction [23]. In this case, the window size of the filtering was set to 3 × 3, and the
Sigma factor was set to four (Figure 2c).

(2) Convolution operations were used to enhance the contrast between the target and
the background. First, a high-pass filter (Hp) was used to improve the pixel values of some
targets with a low light intensity. However, the low resolution of the VIIRS images may
have caused some targets with close positions to be blurred in the convolution operation.
Therefore, the convolution kernel size of the high-pass filter was set to 3 × 3 (Figure 2d).
Then, a low-pass filter (Lp) was used to retain the low-frequency background information
in the image, such as the halo generated by the exhaust gas combustion, seawater, etc.
According to the halo diffusion range of the OHE targets, the low-pass filter convolution
kernel size was set to 27 × 27 (Figure 2e). Finally, the separation of the potential targets
and the seawater background were enhanced by calculating the difference between the
high-pass filtering and the low-pass filtering (Hp–Lp) (Figure 2f).

https://eogdata.mines.edu/nighttime_light/monthly/
http://www.lreis.ac.cn/
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(3) To avoid the difficulty of setting the optimal threshold in the existing threshold
segmentation methods, this framework adopted a feature increment strategy, which added
the brightness feature of the OHE targets on the basis of the occurrence frequency [23].
Firstly, the preprocessed monthly images were binarized using the threshold segmentation
(t = 0.5), and the binarization results of the twelve months were algebraically superimposed
to obtain the occurrence frequency statistics of each target in a year. Subsequently, the
negative-adjusted images were subjected to the max–min normalization on the basis of
the local sigma filtering (Figure 3a–l). Meanwhile, four brightness indicators of the mean,
standard deviation, maximum, and coefficient of variation were constructed (Figure 3m–p).
Finally, the five constructed features were combined as a new data source for the subsequent
target extraction based on the machine learning model.
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image of the occurrence frequency statistics.
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(4) Following the construction of the multi-features of the OHE targets, we performed
sample tagging using the Sentinel-2 images and offshore platform records. For example, in
2016, we labeled 591 training samples, which included 65 target samples and 526 seawater
samples. This was due to the fact that the OHE target samples were smaller compared to
the seawater samples. Secondly, seawater as a background has a regional variability due
to ship activities and other reasons. Thus, more seawater samples needed to be labeled to
improve the model training. Subsequently, six machine learning algorithms (CART, RF,
ANN, SVM, MaD, and MLC) were utilized to extract the OHE targets. We describe the
parameters of each algorithm in Section 3.2.

(5) Based on the target extraction, the framework used morphological filtering tech-
niques to eliminate the isolated noises at the target edges or away from the target. The
filter kernel size was set to 3 × 3 [23]. Finally, the method of building 10 km buffer zones
seaward along the coastline of each country [20] was adopted to eliminate the interference
from a large number of fixed lights, such as port facilities and docked ships along the
coastline [36]. At the same time, masks were developed for the countries along the coastline
to ensure that the information in the non-participating processing area was not affected
while eliminating the false alarm targets in the mask-covered area [23].

3.2. Machine Learning Algorithms

Machine learning models are widely used in remote sensing image classification, and
their feature learning ability can avoid the problem of difficult threshold optimization.
Therefore, this article selected six machine learning models for comparison in order to
obtain the optimal model for extracting the OHE targets. A brief description of each model
and its training parameters are as follows.

(1) Classification and Regression Tree (CART)

The CART algorithm is an algorithm that selects the optimal classification feature
and segmentation threshold by comparing the Gini coefficients of each feature and the
recursively forms a binary tree structure [37]. In the candidate attribute set, the attribute
with the smallest partition Gini coefficient is the final classification attribute. In the CART
model, we set the minimum node size to five, the number of folds to 10, and the variable
selection method to an unbiased estimation.

(2) Random Forest (RF)

The RF algorithm, combing the bootstrap resampling technique with the node random
splitting technique, improves the classification performance by constructing a forest of
multiple decision trees [38,39]. It firstly generates a training sample set by repeatedly
drawing samples at random from the original dataset with put-backs. The remaining
samples are collectively referred to as the out-of-bag (OOB) data and are used to estimate
the classification error. Then, a certain number of features are randomly selected from
the attribute set, and the division feature with the smallest Gini coefficient is used as the
optimal feature for the node splitting. Finally, the constructed multiple decision trees are
formed into a forest. The prediction results of all the decision trees are voted for, and
the one with the most votes is the final winner. The parameters used in the RF modeling
process and their values were as follows: the number of trees in the forest was 100, the
minimum sample node was 1, and the number of features was selected using the square
root method.

(3) Support Vector Machine (SVM)

The core of the support vector machine (SVM) is to find an optimal hyperplane to
separate a linearly separable sample set based on the principle of maximizing the margin
while minimizing the empirical error [40,41]. If the sample set is non-linearly separa-
ble, an appropriate non-linear algorithm is used to map the inseparable sample data to
a high-dimensional space, and the sample is linearly separable in the high-dimensional
feature space through inner product operations [42]. According to the principle that the
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kernel function that satisfies the Mercer condition corresponds to the inner product in some
transformation space [43], the SVM model selects an appropriate kernel function to achieve
a linear classification after the non-linear operations, thereby simplifying the classification
problem. Compared to the linear kernel functions, polynomial kernel functions, and sig-
moid kernel functions, the radial basis kernel function had a good performance in both the
large and small samples and had fewer parameters, which made it less prone to overfitting.
Therefore, we chose the radial basis kernel function for the classification research.

(4) Artificial Neural Networks (ANN)

An ANN is a dynamic system built artificially with a directed graph topology, which
process information by responding to continuous or intermittent input states [44]. First,
the input layer is responsible for receiving and learning the features of the observed aspect
of each part, and then processing the acquired information in the hidden layer. However,
since the overall result is unknown, it is necessary to achieve the best fitting result by
continuously training and adjusting the weights and feedback of the hidden layer. Finally,
the computational results are passed from the output layer [45]. In the ANN algorithm,
we set the activation function to the logarithm, the training contribution threshold to 0.9,
the weight adjustment speed to 0.2, the number of hidden layers to 1, and the number of
training iterations to 1000.

(5) Mahalanobis Distance (MaD)

The MaD is a classification model that measures the similarity of two sample sets using
the covariance distance of the data as an indicator. Compared to the Euclidean distance,
the Mahalanobis distance can better represent the overall characteristics of the sample set.
It classifies remote sensing images by calculating the Mahalanobis distance of vector x to
each class mean vector and assigning x to the class where the nearest mean belongs [46]. In
the MaD algorithm, we set the maximum distance error to a single value.

(6) Maximum Likelihood Classification (MLC)

The MLC is a supervised classification. It assumes that each pixel to be classified is
normally distributed in each category, and builds the probability distribution function
for each class based on the Bayesian discrimination criteria with prior knowledge [47]. A
sample x to be classified belongs to category i when the value of the discriminant function
in category i is bigger than the value of the discriminant function in any of the remaining
categories. In the MLC algorithm, we set the likelihood threshold to zero and the proportion
coefficient to one by default.

3.3. Accuracy Evaluation Method

Limited by the low spatial resolution of the VIIRS images, the groups of the OHE
platforms in close proximity are often difficult to distinguish as individual OHE targets.
To address this problem, the framework performed a neighborhood analysis based on
the existing knowledge and existing studies within a radius of one pixel [23]. The OHE
platforms and facilities within a neighborhood are considered as one large OHE target.

Then, we used the F1-measure index to comprehensively evaluate the extraction accu-
racy of each model. The F1-measure index is widely used in natural language processing,
machine learning, and other fields [48,49], and can effectively evaluate the accuracy of
the research methods. A higher F1 value indicates a higher accuracy for the OHE target
extraction. The F1-measure calculation formula is shown below.

P = TP/(TP + FP)
R = TP/(TP + FN)
F1 = 2 ∗ PR/(P + R)

(1)

In Equation (1), TP (true positives) indicates the number of correct extractions; FP (false
positives) indicates the number of incorrect extractions, i.e., the number of false alarms;
FN (false negatives) indicates the number of omitted extractions; P (precision) indicates
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the proportion of correct extractions to the actual number; and R (recall) indicates the
proportion of correct extractions to the number of correct extractions that should be made.

4. Results
4.1. OHE Target Extraction Results

We acquired the extraction results for each machine learning algorithm in the study
areas based on the monthly VIIRS composite images from 2016 and 2017. Based on the
offshore platform records and Sentinel-2 images, we classified the extraction results of the
OHE targets into three categories (correct extraction, omission extraction, and incorrect
extraction) and analyzed them. Figures 4–7 show the extraction results of the different
machine learning algorithms in the four experimental areas. Since the numbers of OHE
targets in 2016 and 2017 were similar, we chose the extraction results of 2017 for validation,
as shown in Figure 8.
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Figure 5. Extraction results of the targets in region 2, located in the Zengmu Basin: (a–f) are the
extraction results in 2016; (g–l) are the extraction results in 2017. Red arrows are the validation targets;
green circles are the correctly extracted targets; yellow circles are the omissive targets; and red circles
are the incorrectly extracted targets.

The results (Figure 4) show that a total of 17 OHE targets were contained in region
1. The majority of these targets were correctly extracted, except for target 13 which had
a high frequency of omissions. This was because targets 12 and 13 were spatially closer
to each other but target 13 had a lower light radiation intensity. Therefore, it was easy to
overlook target 13 or combine both targets 12 and 13 into one during the extraction process.
Furthermore, by combining the Sentinel-2 high-resolution image data (Figure 5), we found
that the intensive operations of ships and fishing boats in this region were the primary
reason of the incorrect extraction (Figure 8a).
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Figure 8. Synthetic images of the target extraction results: (a) is the synthetic image of the extraction
results of region 1 in 2017; (b) is the synthetic image of the extraction results of region 2 in 2017;
(c) is the synthetic image of the extraction results of region 3 in 2017; (d) is the synthetic image of
the extraction results of region 4 in 2017. The front and back of the “/” represent the label of each
target and the frequency of the omission or incorrect extraction, respectively. The green circles are
the correctly extracted targets, the yellow circles are the omissive targets, and the red circles are the
incorrectly extracted targets.
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Region 2 was located within the offshore SK305 hydrocarbon block in the Zengmu
Basin. Of the 18 OHE targets in this region, targets 1, 2, 4, 6, 7, and 15 were repeatedly
missed in the extraction results of the different machine learning algorithms, as shown in
Figure 5. By analyzing the VIIRS night light data, we found that these targets not only had
small spots but also had extremely low light radiation intensity values. So, their distinction
from the seawater background was not obvious, which in turn led to the omission of the
extraction. Targets 4, 5, and 6, as well as 15, 16, and 17, were difficult to be distinguished in
the VIIRS images due to their concentrated distribution. This was another crucial factor
of the omission. In addition, in 2017, the ANN model omitted target 16, most likely
since the VIIRS monthly data weakened the characteristic elements of the non-sustained
flaring target during the synthesis process. In contrast, the global gas flaring product
(https://eogdata.mines.edu/products/vnf/global_gas_flare.html (accessed on 11 March
2023)) (Figure 6) released by the Payne Institute for Public Policy’s Earth Observation
Group based on the Nightfire data was calibrated for the targets with significant gas flares.
Therefore, we combined the extracted results with this data (Figure 6). As can be seen in
the figure, the product was able to effectively supplement the omission of target 16. The
target 9 not only has a larger radiation range, but also a higher radiation intensity, which
caused it to be mistakenly extracted as two targets multiple times in 2017. Furthermore,
we discovered that targets 20, 24, 25, 26, 27, and 28 in Figure 9b were extracted incorrectly
several times. This was due to the fact that this area was close to the Malaysian coast and
was more disturbed by the lights of approaching ships.

Region 3 was located in hydrocarbon blocks 15-1 and 01 in the Mekong Basin. Ac-
cording to a combination of the target extraction results (Figure 7) and Sentinel-2 images
(Figure 8c), we found that the 14 OHE targets in the area were more densely distributed,
however there were significant differences in the light radiation intensity of the different
targets. Targets 5, 6, 8, 12, and 13 had stronger light radiation values and consequently
better extraction results, while targets 3, 7, 9, and 14 were more or less missed in the extrac-
tion results of the different machine learning algorithms due to their lower light radiation
intensity. Targets 10 and 11 were distributed close to target 12, but their pixel values were
both lower than target 12. Therefore, they were missed several times. Furthermore, since
the Mekong Basin was close to the largest port in southern Vietnam (Ho Chi Minh Port),
there were more intense ship activities in the area, which easily led to incorrect extractions
for targets 17, 19, 22, 23, 24, 26, and 27, as shown in Figure 8.

Region 4 was located within the Tukau Timur field in the Brunei-Sabah Basin, which
contained 22 OHE targets in 2016 and one new target in 2017. From the extraction results
(Figure 9) and the comparison results (Figure 8d), it can be seen that the OHE targets with
concentrated distribution were highly susceptible to omissions, such as targets 4, 5, 15, 16,
and 17. Secondly, the targets with a weaker light radiation intensity were also not easily
extracted, such as targets 6, 7, 8, 12, 18, 19, 20, and 22. The number of incorrectly extracted
targets in this region was relatively less, which was mainly due to the disturbance of lights
from navigable ships.

4.2. Evaluation of Quantitative Accuracy

To quantitatively evaluate the reliability of the six machine learning algorithms, we first
counted the number of correct, omission, and incorrect extractions of the OHE targets in the
four regions. Then, the extraction results of the six machine learning models were verified
using the F1-measure comprehensive evaluation index (Tables 1–4), and the extraction
accuracy of each model was compared.

https://eogdata.mines.edu/products/vnf/global_gas_flare.html
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The accuracy evaluation results showed that the extraction accuracy of the RF model
was much higher than the other algorithms. In contrast, the CART, ANN, SVM, MLC,
and MaD were influenced by regional differences, resulting in different rankings for their
extraction accuracy in the different regions. Therefore, to better evaluate the comprehensive
performance of these six models, we ranked them based on the mean extraction accuracy
of each model in the four regions and two years.

According to Table 5, we found that the RF could better cope with the outliers and
noise and performed outstandingly among the six algorithms, with an average F1-measure
of 90.74%. While the ANN (77.06%), CART (75.16%), and SVM (72.18%) also had relatively
good extraction effects, the omission rate was higher for the targets with a lower light
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radiation intensity. The algorithms with a lower accuracy were the MLC and MaD, with
a mean F1-measure of only 71.81% and 70.06%, respectively. This was because these
two algorithms were susceptible to the interference from the false alarm targets such as
ships, which led to considerable incorrect extraction and resulted in a lower accuracy.

4.3. Feature Importance Evaluation

To further quantitatively analyze the differences in the feature values of the various
target classes, we separately recorded the distribution ranges of the five feature values cor-
responding to the correct targets, incorrect targets, and omissive targets (Figures 10 and 11).

Table 1. Accuracy evaluation in region 1.

Model Year TP FN FP P (%) R (%) F1 (%)

2016 17 0 4 80.95 100 89.47
CART 2017 16 1 2 84.21 94.12 88.89

Mean 82.58 97.06 89.18
2016 17 0 1 89.47 100.00 94.44

RF 2017 16 1 2 94.12 94.12 94.12
Mean 91.80 97.06 94.28
2016 17 0 3 85.00 100 91.89

ANN 2017 15 2 1 93.75 88.24 90.91
Mean 89.38 94.12 91.40
2016 16 2 1 88.89 94.12 91.43

SVM 2017 16 1 2 84.21 94.12 88.89
Mean 86.55 94.12 90.16
2016 17 0 13 56.67 100.00 72.34

MaD 2017 17 0 14 54.84 100.00 70.83
Mean 55.58 100.00 71.59
2016 16 1 12 57.14 94.12 71.11

MLC 2017 17 0 15 53.13 100.00 69.39
Mean 55.14 97.06 70.25

Table 2. Accuracy evaluation in region 2.

Model Year TP FN FP P (%) R (%) F1 (%)

2016 13 5 2 86.67 72.22 78.79
CART 2017 11 7 1 91.67 61.11 73.33

Mean 89.17 66.67 76.06
2016 15 3 0 100.00 83.33 90.91

RF 2017 15 3 1 93.75 83.33 88.24
Mean 96.88 83.33 89.58
2016 13 5 2 86.67 72.22 78.79

ANN 2017 12 6 0 100.00 66.67 80.00
Mean 93.34 69.45 79.34
2016 10 8 0 100.00 55.56 71.43

SVM 2017 11 7 1 91.67 61.11 73.33
Mean 95.84 58.34 72.38
2016 13 5 4 76.47 72.22 74.29

MaD 2017 12 6 4 75.00 66.67 70.59
Mean 75.74 69.45 72.44
2016 13 5 3 72.22 72.22 72.22

MLC 2017 13 5 4 76.47 72.22 74.29
Mean 74.35 72.22 73.26
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Table 3. Accuracy evaluation in region 3.

Model Year TP FN FP P (%) R (%) F1 (%)

2016 8 6 0 100.00 57.14 72.73
CART 2017 7 7 0 100.00 50.00 66.67

Mean 100.00 53.57 69.70
2016 14 0 4 77.78 100.00 87.50

RF 2017 13 1 3 81.25 92.86 86.67
Mean 79.52 96.43 87.09
2016 8 6 0 100.00 57.14 72.73

ANN 2017 8 6 0 100.00 57.14 72.73
Mean 100.00 57.14 72.73
2016 8 6 1 88.89 57.14 69.57

SVM 2017 6 8 0 100.00 42.86 60.00
Mean 94.45 50.00 64.79
2016 10 4 5 66.67 71.43 68.97

MaD 2017 7 7 0 100.00 50.00 66.67
Mean 83.34 60.72 67.83
2016 10 4 3 76.92 71.43 74.07

MLC 2017 8 6 0 100.00 57.14 72.73
Mean 88.46 64.29 73.40

Table 4. Accuracy evaluation in region 4.

Model Year TP FN FP P (%) R (%) F1 (%)

2016 11 11 0 100.00 50.00 66.67
CART 2017 11 12 0 100.00 47.83 64.71

Mean 100.00 48.92 65.69
2016 19 3 0 100.00 86.36 92.68

RF 2017 21 2 2 91.3 91.30 91.30
Mean 95.65 88.83 91.99
2016 11 11 0 100.00 50.00 66.67

ANN 2017 11 12 1 91.67 47.83 62.86
Mean 95.84 48.92 64.77
2016 9 13 0 100.00 40.91 58.06

SVM 2017 11 12 0 100.00 47.83 64.71
Mean 100.00 44.37 61.39
2016 14 8 1 93.33 63.64 75.68

MaD 2017 11 12 2 84.62 47.83 61.12
Mean 88.98 55.74 68.40
2016 13 9 1 92.86 59.09 72.22

MLC 2017 13 10 2 86.67 56.52 68.42
Mean 89.77 57.81 70.32

Table 5. Classification accuracy and mean value of each model in the study area.

Model Region 1 (%) Region 2 (%) Region 3 (%) Region 4 (%) Mean (%)

CART 89.18 76.06 69.7 65.69 75.16
RF 94.28 89.58 87.09 91.99 90.74

ANN 91.4 79.34 72.73 64.77 77.06
SVM 90.16 72.38 64.79 61.39 72.18
MaD 71.59 72.44 67.83 68.4 70.07
MLC 70.25 73.26 73.4 70.32 71.81
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Figure 10. Feature distribution of each target in 2016: (a) is the occurrence frequency distribution;
(b) is the mean distribution; (c) is the maximum distribution; (d) is the standard deviation distribution;
and (e) is the coefficient of variation distribution. The green diamond indicates the correctly extracted
targets, the red circle is the incorrectly extracted targets, and the yellow triangle is the omissive targets.
The green line is the fitted line of the feature distribution for the correct targets; the red line is the
fitted line of the feature distribution for the incorrect targets, and the orange line is the fitted line of
the feature distribution for the omissive targets.
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Figure 11. Feature distribution of each target in 2017: (a) is the occurrence frequency distribution;
(b) is the mean distribution; (c) is the maximum distribution; (d) is the standard deviation distribution;
and (e) is the coefficient of variation distribution. The green diamond indicates the correctly extracted
targets, the red circle is the incorrectly extracted targets, and the yellow triangle is the omissive targets.
The green line is the fitted line of the feature distribution for the correct targets; the red line is the
fitted line of the feature distribution for the incorrect targets, and the orange line is the fitted line of
the feature distribution for the omissive targets.
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It can be seen in Figures 10 and 11 that there were significant differences in the
distribution ranges of the various features between the correctly extracted targets and the
incorrectly or omitted extracted targets. Specifically, the frequency feature of the correctly
extracted targets was much higher than the incorrectly and omitted extracted targets, with
most of the correctly extracted targets appearing at a frequency of five or more in the
temporal images. On the other hand, the mean, maximum, and standard deviation feature
values for the incorrectly and omitted extracted targets are close to 0, which distinguished
them from the correctly extracted targets. In addition, the coefficient of variation for the
correctly extracted targets was often lower than the incorrectly extracted and omitted
targets, mainly due to the relatively stable brightness characteristics of the OHE targets in
the temporal images.

Combining the results analyses from each study area in Section 4.1, we found that
the OHE targets that were spatially close and had low pixel values were more likely to
be omitted. The targets with a high occurrence frequency and low standard deviation
values were more likely to be falsely extracted, and they were mostly distributed around
the targets with larger pixel radiation areas and located near the coastline.

To further determine which type of features contribute more to the results, the study
selected the feature evaluation method built into the random forest algorithm with the
highest extraction accuracy and ranked the importance of the five features. This effectively
extracted the most distinctive features and provided ideas for the selection of the target
features for the OHE. The magnitude of the calculated feature contribution varied slightly
between the regions and years due to the regional differences. Therefore, we used the mean
value to reflect the final importance of the features. First, we obtained the contribution
values of each feature within the four study regions in the GEE platform in 2016 and
2017. Based on this, we calculated the average of the feature contribution values for the
two periods. Finally, we calculated the average value of the feature values for the four
regions as the final feature contribution evaluation results.

From the evaluation results (Figure 12), the three most important features that dis-
tinguished the OHE targets from the others were the coefficient of variation, mean, and
standard deviation, with percentages of 26%, 25%, and 24%, respectively. The fourth
ranked feature was the maximum value, with an importance share of 22%. The occurrence
frequency contributed the least, with an importance share of only 4%.
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In the time-series VIIRS images, the fluctuation degree of the light radiation intensity
of the OHE and other targets showed significant differences. Among them, the moving
targets, such as ships, were not fixed in position, and the light radiation intensity varied
greatly. While the OHE targets were generally constant in position, the light radiation
intensity fluctuated, but was relatively stable. Although, both the standard deviation
and coefficient of variation could reflect the fluctuation, the coefficient of variation could
eliminate the effect of the mean difference, and thus better measure the magnitude of the
variation of the light radiation intensity for the moving and fixed targets. Therefore, the
coefficient of variation feature became the most important feature to distinguish the OHE
targets from the other targets. In addition, the average brightness values of the OHE targets
were also different from those of the other targets. The pixel values of the background area
were usually much lower than those of the target area, so the average value feature also
played a more important role in the extraction of the OHE targets.

5. Discussion

In this study, OHE targets in four regions were extracted based on VIIRS time-series
night light images using a feature increment strategy combined with six machine learning
algorithms. By analyzing the error sources in the different regions and quantitatively
evaluating the feature extraction performance of each model, we found that the targets with
a weaker light radiation intensity were more likely to be missed, and the more frequently
occurring ships were more mistakenly identified. Moreover, the comparative results of the
models showed that the RF model outperformed the ANN, CART, SVM, MLC, and MaD
models with an accuracy of 90.74%. Furthermore, the evaluation analysis of the feature
importance indicated that the coefficient of variation feature was the most important feature
in the machine learning-based extraction method to distinguish the OHE targets, followed
by the mean, standard deviation, maximum, and frequency features.

The excellent classification performance and robustness of the RF algorithm were veri-
fied in landslide prediction [50,51], precipitation downscaling [52], soil downscaling [53],
and land cover classification [54]. Wang et al. [23] also validated its feasibility and effec-
tiveness in an OHE target extraction study. Based on this study, we further demonstrated
the superior performance of the RF algorithm by comparing and evaluating the extraction
performance of the different machine learning algorithms to the OHE targets. This was
mainly because the random forest model had built-in randomly selected features and
testing methods, which also randomly selects the features while selecting the samples.
Thus, it was not over-fitted when the number of trees increased, and coped better with
outliers and noise [55,56]. Therefore, the RF algorithm was widely used in long time-series
remote sensing datasets [57,58].

Among the existing time-series-based methods for maritime target detection, the
frequency feature constructed based on the “position invariance” were one of the most
crucial parameters for extracting the fixed maritime targets, while the remaining features
were mostly used as secondary indicators. [20,59]. However, after conducting the feature
importance analysis on the constructed multi-dimensional features, we found that the
coefficient of variation feature, rather than the frequency feature, had the greatest impact
on the results extracted by the machine learning model. This was extremely different from
existing studies. This was because, in sea areas with a high intensity of ship activities,
moving targets such as ships are highly likely to appear multiple times at the same location
in different periods, resulting in a large number of spurious high-frequency features in
the time-series images. In addition, the frequency feature was highly susceptible to the
influence of the target light radiation intensity, and it was difficult to effectively and
statistically analyze the frequency features of the OHE targets when the pixel brightness
values were extremely low. In contrast, the coefficient of variation distinguished the
maritime fixed targets from the moving targets using the magnitude of brightness variation
in the time series, which was more reliable and universal than the frequency feature.
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Therefore, the coefficient of variation feature played a greater role in the machine learning-
based OHE target extraction.

This study evaluated the performance of the different machine learning algorithms
and the degree of importance of the multi-dimensional features of VIIRS night light remote
sensing images based on a long time series. While providing a reference basis for the
selection of the data sources for the maritime fixed target extraction, it also provided ideas
for the improvement of the research methods. VIIRS images have high temporal resolution,
which plays an important role in constructing the time-series features of the OHE targets
and performing the dynamic change detection of the OHE targets. However, considering
that the spatial resolution of the VIIRS data used in the study was about 500 m, the size
of the OHE targets was generally within 120 m. This might have caused the extracted
OHE targets to be less than the actual data and the existence of mixed targets, which was
not conducive to the subsequent fine monitoring of carbon emission activities. Therefore,
subsequent studies should consider decomposing the extraction results by overlaying the
multi-source and multi-sensor remote sensing data to improve the fineness of the extraction.
In addition, as the extraction results of the machine learning models are closely related
to the construction of the feature variables, having too many feature variables or a low
feature importance may affect the extraction performance. Therefore, in the subsequent
study, we will consider adding other features or performing a feature dimensionality
reduction to further filter the important features that distinguish the OHE targets. On
the other hand, there are fewer feature elements of the OHE targets that can be acquired
based on low spatial resolution VIIRS imagery. To address this issue, our subsequent
research will take advantage of high-resolution images and combine the advantages of
deep learning algorithms for feature learning to carry out research about the extraction of
information, such as the OHE target attributes, types, and sources of carbon emissions. It is
also important to note that the functional type of OHE targets serves as a crucial basis for
evaluating and analyzing OHE carbon emissions. Therefore, we will perform the extraction
of the OHE target functional type information based on the OHE target distribution data to
build the foundation for the OHE carbon emission activity level assessment.

6. Conclusions

In order to explore the impact of machine learning algorithms, target features, and
regional differences on the OHE target extraction, this study selected four typical experi-
mental areas and evaluated the reliability of six machine learning algorithms for extracting
OHE targets using time-series VIIRS night light remote sensing images. The error influenc-
ing factors were further analyzed and the degree of importance of the multi-dimensional
features was revealed. The results showed that the random forest algorithm exhibited a
better extraction performance than the other algorithms. The OHE targets with a closer
spatial distribution and a lower light intensity were easily missed, while the ship targets
with a higher frequency of occurrence were easily extracted incorrectly. In the machine
learning-based OHE target extraction, the coefficient of variation was the most important
feature to distinguish the OHE targets from the other targets.

This study provides an important reference for improving the OHE target extraction
method and also provides important information support for subsequent OHE carbon
emission activity analyses. The next step should focus on strengthening the collaborative
role of the multi-source assessment of carbon emission activities and multi-sensor remote
sensing imagery in order to improve the precision of the OHE target extraction. By combin-
ing the Nightfire data with the information related to OHE carbon emission monitoring,
further evaluation of the carbon emission situation of the OHE targets can be carried out.
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