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Abstract: The coupling and spatial variation of range and azimuth parameters is the biggest challenge
for bistatic forward-looking SAR (BFSAR) imaging. In contrast with the monostatic SAR and transla-
tional invariant bistatic SAR (TI-BSAR), the range cell migration (RCM), and Doppler parameters
of high-speed bistatic forward-looking SAR (HS-BFSAR) have two-dimensional spatial variation
characteristics, which makes it difficult to obtain SAR images with satisfactory global focusing. Firstly,
based on the configuration of the spaceborne illuminator and high-speed forward-looking receiving
platform, the accurate range-Doppler domain expression of the echo signal is derived in this paper.
Secondly, using this analytical expression, a range nonlinear chirp scaling (NLCS) is proposed to
equalize the RCM and equivalent range frequency modulation (FM) rate so that they can be uni-
formly processed in the two-dimensional frequency domain. Next, in the azimuth processing, the
proposed method decomposes the Doppler contribution of the transmitter and receiver, respectively.
Then, an azimuth NLCS is used to eliminate the spatial variation of the azimuth FM rate. Finally, a
range-dependent azimuth filter is constructed to achieve azimuth compression. Simulation results
validate the efficiency and effectiveness of the proposed algorithm.

Keywords: high-speed bistatic forward-looking SAR (HS-BFSAR); nonlinear chirp scaling (NLCS);
spatial variation; azimuth FM rate

1. Introduction

For decades, synthetic aperture radar (SAR) has been widely used in civil remote
sensing and military fields because of its advantages which can provide high-resolution
images of the observation area without being affected by weather conditions, regardless of
whether it is day or night [1–4]. Moreover, the electromagnetic waves emitted by the SAR
also have a certain penetrability, which can find some sheltered underground structures [5].
For instance, scientists discovered the ancient river channel of the Nile in the Sahara Desert
with the help of SAR satellites [6]. However, the traditional monostatic SAR cannot obtain
two-dimensional resolution due to the overlap between its range gradient and Doppler
gradient in the case of forward-looking reception [7]. This limits the application of SAR
technology in trajectory planning, terminal guidance, autonomous landing, and other fields.
Fortunately, bistatic SAR (BiSAR) has been proven to solve this problem [8]. By placing the
transmitter and receiver on two separate platforms, BiSAR can be designed to make the
range gradient and Doppler gradient of the forward-looking region no longer coincide, so
as to obtain the two-dimensional forward-looking resolving ability [9]. Compared with
monostatic SAR, the BiSAR receiver has flexible configuration and eminent concealment,
as well as achieves more information in feature extraction and classification. Due to these
advantages, BiSAR has attracted increasing research interest in the past decade [10–14].

The transmitter and receiver in BiSAR have independent trajectories, therefore the
geometric configuration has ample flexibility. Bistatic SAR operating in forward-looking
imaging configuration is called bistatic forward-looking SAR (BFSAR), which has attracted
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much attention because of its forward-looking two-dimensional resolution. In reference [15],
BFSAR is categorized into three types: translation invariant (TI), translation variation (TV),
and stationary transmitter cases. In TI mode, the transmitter and receiver platforms have
the same velocity and parallel trajectory, with the azimuth-invariant of monostatic SAR. In
TV mode, the transmitter and receiver move at different speeds and follow non-parallel
trajectories. This mode is more versatile, such as airborne BiSAR, spaceborne BiSAR, and
mixed-mode BiSAR. In the stationary transmitter case, the transmitter is fixed on a high po-
sition, such as a tower or a mountain, which provides azimuthal resolution. At present, the
research of BFSAR mainly focuses on imaging theories [15–17], imaging algorithms [18,19],
and experiments [20]. The imaging algorithms are mainly divided into the frequency-
domain algorithm (FDA) [21–23], wavenumber domain algorithm (WDA) [24,25], and
time domain algorithm (TDA) [26,27]. FDA establishes the analytical frequency-domain
expression of the echo signal and structures an accurately matched filter to achieve the
unified focusing of the signal. However, the two key problems are that BFSAR lacks a
sufficiently accurate analytical spectrum and the imaging parameters of BFSAR are spatially
variable, which causes a sharp deterioration in the focusing effect of the area away from
the center of the scene.

To solve the above problems, Loffeld’s bistatic formula (LBF) [28], method of series
reversion (MSR) [29], range-Doppler algorithm (RDA) [30–33], and chirp scaling algorithm
(CSA) [34,35] are proposed. The LBF provides the first analytical spectrum for BiSAR but
works well only in the case where the contributions of the transmitter and receiver to the
total Doppler modulation are approximately equal. The MSR is the most accurate and
can be applied to almost all bistatic SAR configurations [36]. Therefore, the recent BFSAR
research mainly focuses on MSR and its improvement [37,38]. The RDA generally ignores
the spatial variation of secondary range compression (SRC), which is crucial for BFSAR.
The CSA equalizes the spatial variation of range cell migration (RCM) and SRC with the
help of the chirp scaling principle so that the signal can be uniformly processed in the
two-dimensional frequency domain. The introduction of nonlinear chirp scaling (NLCS)
enables CSA to handle the higher-order spatial variation of RCM and SRC. The first NLCS
algorithm adopted in BiSAR data processing is proposed by Wong and Yeo [39]. In [40],
Wong et al. introduced the cubic perturbation function to equalize the azimuth frequency
modulation (FM) rate. However, the cubic perturbation function only has the capability
to handle the situation that the spatial variation of the azimuth FM rate is linear along
the azimuth direction. In Qiu et al. [41], an azimuth NLCS algorithm is proposed to focus
bistatic SAR data by using a polynomial fitting perturbation function. Then, according
to the frequency–time relationship, negative effects induced by the perturbation function
are compensated. However, frequency–time relationship lapses when high-order phases
exist. In [42], the modified NLCS algorithm does not restrict that the RCM is linear and is
proposed to process spaceborne/stationary BiSAR data. It considers the variance of the
effective range FM rate and the quadratic variance of the azimuth FM rate. Nevertheless,
the derivation of the above two NLCS algorithms is based on a one-stationary configuration,
and they are not suitable for the BFSAR imaging of dual-motion platforms. In [43,44], the
extended NLCS operation is carried out with the zero-Doppler times of the transmitter
and receiver defined by configuration. However, they all neglect the higher-order phase
terms, which influence the imaging quality of BFSAR. In [22], Mei et al. present the variant
functions of Doppler parameters built in terms of azimuth frequency position, and the
NLCS is introduced to realize the unified azimuth focusing by deramping. These three
NLCS algorithms above for BFSAR all use the keystone (KT) transform for linear range cell
migration correction (LRCMC) while ignoring the spatial variation of range cell curvature
(RCC). Additionally, the computational burden of the KT transform is unbearable in high-
speed bistatic forward-looking SAR (HS-BFSAR).

HS-BFSAR is based on high-speed platforms such as satellites and high-speed aircraft
and it is an important field for the future development of BFSAR in positioning guidance
and fast imaging of the front area [45–48]. In this paper, we mainly discuss the situation
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that the forward-looking high-speed aircraft receiver with spaceborne illumination. Using a
satellite as the signal transmitter has the advantage of wide beam coverage and can provide
a high-quality phase synchronization signal, which is crucial for bistatic SAR [49,50]. For
the focusing of HS-BFSAR, we propose a two-dimensional modified NLCS algorithm,
which performs NLCS operations in range and azimuth, respectively, to equalize the spatial
variation of RCM and azimuth FM rate. Firstly, preprocessing is performed in the receiver
when receiving scene echo data, which can help record wider scene echo data and alleviate
coupling between range and azimuth. Secondly, to introduce the range NLCS factor, the
range-Doppler spectrum of HS-BFSAR is derived. Then, the NLCS factor is used in the
range processing, and the spatial variation expression is solved by geometric configuration.
After that, the matched RCMC filter and range compression filter can uniformly achieve
the range processing of the echo signal. Then, by decomposing the Doppler contribution of
the transmitter and receiver, an NLCS operation is used to eliminate the azimuthal spatial
variation of the azimuth FM rate. Finally, a matched two-dimensional frequency-domain
filter is constructed to focus the echo signal in azimuth.

This paper is arranged as follows. Section 2 first gives the geometric signal model and
then derives the range-Doppler spectrum of HS-BFSAR. In Section 3, the range processing
of the echo signal is described in detail, including range preprocessing, range NLCS,
range compression, and RCMC. Section 4 analyzes the azimuth FM rate at first, and the
azimuth-matched filter is then derived based on azimuth NLCS. Section 5 shows the
processing results of simulation data and discusses the validity of the proposed algorithm.
Section 6 concludes.

2. HS-BFSAR Signal Model and Range Doppler Spectrum

The imaging geometry graph in Figure 1 exhibits the configuration of spaceborne
HS-BFSAR. The transmitter and the receiver are, respectively, placed in the satellite and
the high-speed platform, and they are located at M(0, yt, ht) and N(0, 0, hr) in the synthetic
aperture center time. The sub-satellite point of the transmitter is located at Ot. The heights
of the transmitter and receiver are ht and hr, respectively. The projection point of the
receiver on the ground is Or, which is taken as the origin of the right-hand Cartesian
coordinate system. The transmitter travels along the X axis with a velocity of vt, and the
velocity of the receiver is vr. The extension line of vr meets the ground at C, which serves
as the center of the imaging scene. The angle between the line MC and the ground is ϕt0,
while the angle between the line NC and the ground is ϕr0. P

(
xp, yp

)
is an arbitrary point

target in the imaging scene. We assume that there is no phase error in the system after
using direct signal synchronization [49] because phase synchronization is not the focus of
this paper. In addition, for HS-BFSAR, the imaging area is not very large, so the curvature
of the Earth is not considered in this paper. Assuming that the transmitted signal is a
linear-frequency-modulated (LFM) pulse, the received signal after demodulation can be
expressed as

s
(
t, ta; xp, yp

)
= wr(t− tb)wa(ta − tn) exp

(
jπγ(t− tb)

2
)

exp
(
−j

2π

λ
Rb f
(
ta; xp, yp

))
(1)

where wr and wa are the range and azimuth envelopes, respectively. t is the fast time and ta
is the slow time. λ is the wavelength, which is the ratio of the speed of light c to carrier
frequency fc. γ represents the range FM rate. In addition, tb is the bistatic range of point P
at ta and tn is the azimuthal time position, which can be expressed as

tb =
Rb f
(
ta; xp, yp

)
c

tn =
xp

vt
(2)

where Rb f
(
ta; xp, yp

)
is the bistatic range history, which is given by

Rb f
(
ta; xp, yp

)
=

√(
vtta − xp

)2
+
(
yt − yp

)2
+ h2

t +
√

x2
p +

(
vryta − yp

)2
+ (hr − vrzta)

2 (3)
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where vry and vrz are components of vr in the Y and Z directions, respectively.
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Figure 1. Spaceborne HS-BFSAR imaging geometry.

The bistatic range history has a double-squared-root (DSR) term, which makes it
difficult to derive an analytical expression of the bistatic 2D spectrum. The method of series
reversion (MSR) can solve the 2D spectrum of any BiSAR configuration [29]. However,
the classical MSR cannot directly solve the bistatic range Doppler spectrum in HS-BFSAR,
which is very important for the range NLCS operation. To derive the HS-BFSAR range
Doppler spectrum, we first simplify the bistatic range history in (3). The detection range
of the high-speed platform receiver is generally close to one hundred kilometers. In the
imaging scene of several kilometers, the receiving beam can be regarded as a plane wave.
Therefore, the velocity of the receiver relative to point P is equivalent to vr, based on the
plane wave assumption (PWA). At the same time, the range history of the transmitter is
replaced by an equivalent quadratic model. Based on the above assumptions, the equivalent
bistatic range history can be written as

R′b f
(
ta; xp, yp

)
= Rb f 0

(
xp, yp

)
− vrta +

v2
t t2

a
2Rt0

(
xp, yp

) (4)

where
Rb f 0

(
xp, yp

)
= Rt0

(
xp, yp

)
+ Rr0

(
xp, yp

)
(5)

Rt0
(
xp, yp

)
=
√

x2
p +

(
yt − yp

)2
+ h2

t (6)

Rr0
(
xp, yp

)
=
√

x2
p + yp2 + h2

r (7)

Figure 2 shows the ranging model error and its phase error represented by the
Equation (4) under the parameters in Table 1. Obviously, in the whole synthetic aper-
ture time, the phase error is less than the tolerance limit of phase coherence, which is
0.25π(rad) [1]. Using the principle of stationary phase (POSP) [51] and MSR [29], the
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two-dimensional spectrum of the received signal can be derived and then expanded it to
the cubic term of fr, which is given by

S
(

fr, fa; xp, yp
)

= Wr( fr)Wa( fa) exp
(

j
(
−2π

fcRb f 0
c + π

(c fa−vr fc)
2Rt0

cvt2 fc

))
× exp

(
j
(
−2π

Rb f 0
c + π v2

r Rt0
cvt2 − π

cRt0 f 2
a

vt2 f 2
c

)
fr

)
× exp

(
j
(

π
(
− 1

γ + cRt0 f 2
a

v2
t f 3

c

)
f 2
r − π

cRt0 f 2
a

v2
t f 4

c
f 3
r

)) (8)

where fr and fa are the range frequency and the azimuth frequency, respectively.
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Table 1. Spaceborne HS-BFSAR simulation parameters.

Parameter Transmitter Receiver

Height 750 km 10 km
Velocity 7000 m/s 1000 m/s

Max detection range 757 km 51 km
Carrier band C

Pulse repetition frequency 2000 Hz
Range bandwidth 150 MHz

Synthetic aperture time 2 s

After the range inverse Fourier transform, we can obtain the expression of the signal
in the range-Doppler domain as follows

S
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(9)

3. Range Preprocessing and Range NLCS

In this section, we focus on how to implement RCMC and range compression with
the help of range preprocessing and NLCS. Range preprocessing can greatly alleviate the
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range–azimuth coupling of the RCM, while range NLCS can equalize the RCM and range
FM rate.

3.1. Range Preprocessing in Echo Recording

In HS-BFSAR, the receiver has a high forward speed, which increases the range cell
span of the target echo in the whole synthetic aperture time. This means that the echo of
the edge target cannot be fully recorded. The automatic range gate (ARG) is proposed
in this paper to solve this problem. Previously based on the PWA, it is seen that there
is a huge linear component in the time delay of the echo signal from transmitting to
receiving. Suppose that tstart is the starting time of the range gate, then tstart and ta have
the following relation

tstart =
1
c

(
Rb f 0_re f −

Wd
2
− vrta

)
(10)

where Rb f 0_re f is Rb f 0 at the reference point, selecting the point C in the center of the scene
as the reference point. Wd is the width of the range gate, depending on the size of the
scene echo. In order to highlight the benefits of ARG, we compare the echo data with and
without range preprocessing. The simulation results are shown in Figure 3. In addition to
point C, we have two points along the Y axis that are three kilometers from point C. We
can see in Figure 3a that the echo of the target at the edge point exceeds the range gate at
some azimuth sampling times and is not received. Figure 3b shows the echo data after
range preprocessing, demonstrating that all the echoes of the target at the edge point can
be recorded.
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After the range preprocessing of ARG, it cannot only record echo data with a wider
swath but also reduce the demand for range sampling points, which is conducive to the
fast imaging of the high-speed platform receiver. Even for general bistatic forward-looking
SAR, RCM is still dominated by linear RCM. Range preprocessing can greatly reduce but
not completely remove the coupling between range and azimuth. Thereby, in Section 3.2,
the range NLCS algorithm is proposed to solve this problem.

3.2. RCMC and Range Compression Using NLCS

After the range preprocessing, the coupling between the range and azimuth of the
RCM is greatly reduced, but the space-variant residual RCM will make the range com-
pressed echo of the target scattered in several range units, which is unfavorable for imaging.
A range NLCS is proposed to solve the above problem in this subsection. Figure 4 shows
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the principle of equalizing the quadratic phase using the cubic perturbation function,
which can describe the influence of the introduction of the NLCS factor on the signal phase.
Figure 4b shows that the echo signals of targets P−, P0, P+ with different quadratic phase
parameters that can be adjusted to the uniform quadratic phase curvature after introducing
the cubic perturbation function in the time domain. Then, the echo signals of these targets
can be uniformly phase-filtered in the frequency domain. Therefore, using the NLCS factor
can eliminate the spatial variation of the phase to a certain extent, which is discussed in
detail below.
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where ΦRCM is the linear phase term of fr and γe is the effective range FM rate. ΦRCM
makes the envelope of the target echo present a curved shape after range compression.

In (12), it can be seen that the original range FM rate becomes the additional secondary
azimuth frequency term effective range FM rate, and its spatial variation is the main cause
of range defocus. From the expressions of ΦRCM and γe, we comprehend that the spatial
variation of RCM and γe lies in Rt0. Therefore, the analysis of Rt0 is the basis of eliminating
the above spatial variation. Figure 5 shows the distribution of Rt0 and Rb f 0, simulating in a
large scene and setting the reference point as the origin of the coordinates. It can be seen
that, although Rt0 and Rb f 0 are variational in two dimensions, they mainly change along
the Y axis. Therefore, in this paper, the Y axis is defined as the range direction, while the
X axis is defined as the azimuth direction. Based on the above analysis, we believe that
the spatial variation of RCM, and γe are mainly in the range direction, and it is difficult to
remove their spatial variation along the azimuth direction [42].
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To solve the spatial variation with range, we used the imaging geometry in Figure 6
for analysis. In Figure 6, PV1 and PV2 are the vertical lines of CM and CN, respectively,
ϕtp and ϕrp are the angles of PM and PN with the Y axis, respectively. In spaceborne
HS-BFSAR, the detection range is much larger than the imaging scene size, so MV1 and
NV2 can be approximated as MP and NP, respectively. MP and NP represent Rt0 and Rr0,
respectively. Then, the range of point P can be expressed as

Rb f 0 = MP + NP
≈ (MC−MV1) + (NC− NP)

(13)
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Using a simple geometric relationship, we can obtain

∆Rr0 = α·∆Rt0 (14)

where
∆Rt0 = Rt0 − Rt0_re f (15)

∆Rr0 = Rr0 − Rr0_re f (16)
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where Rt0_re f and Rr0_re f are the Rt0 and Rr0 at the reference point, respectively. α is the
ratio of cos ϕr0 to cos ϕt0. Thus, we can obtain the equation of Rt0 in ∆t0 as

Rt0 = Rt0_re f +
c·∆t0

α + 1
(17)

where
∆t0 = t0 − t0_re f (18)

where t0 and t0_re f is the focusing time of point P and the reference point, respectively.
Then, we use NLCS to equalize the range-dependent spatial variation of RCM and

range FM rate. We introduce the NLCS factor in the range-Doppler domain of the echo
signal. The NLCS factor is expressed as

HR_NCS(t, fa) = exp
{

jπq2

(
t− t0_re f

)2
+ jπq3

(
t− t0_re f

)3
}

(19)

After multiplying (9) by (19) and expanding t at t0 to its cubic Taylor series, the
range-modulated phase can be written as

ΦR(t, fa) = π ΦR0( fa) + π ΦR1( fa)·(t− t0) + π ΦR2( fa)·(t− t0)
2 + π q3·(t− t0)

3 (20)

where

ΦR0 =

(
γ2v4

r R3
t0

4cv6
t fc3 −

γv2
r R2

t0
2v4

t fc2 + cRt0
v2

t fc

)
f 2
a − 2 vr Rt0

v2
t

fa

−2 fc(Rt0+Rr0)
c + v2

r fcRt0
cv2

t
+

γv4
r R2

t0
4c2v4

t
+ q2∆t2

0 + q3∆t3
0

(21)

ΦR1 =

(
γ2v2

r R2
t0

v4
t f 3

c
− cγRt0

v2
t f 2

c

)
f 2
a +

γv2
r Rt0

cvt2 + 2q2∆t0 + 3q3∆t2
0 (22)

ΦR2 =
cγ2Rt0

v2
t f 3

c
f 2
a + γ + q2 + 3q3∆t0 (23)

Substituting (17) into (22) and (23), and letting the spatial variation term containing
∆t0 be zero, the coefficients q2 and q3 can be written as

q2 =

(
2cγ2v2

r Rt0_re f − c2γv2
t fc

)
f 2
a + γv2

r v2
t f 3

c

2(α + 1)v4
t f 3

c
(24)

q3 =
c2γ2v2

r f 2
a

3(α + 1)2v4
t f 3

c
(25)

Next, a range Fourier transform is performed. The range-modulated phase in the
frequency domain is expressed as

ΦF( fr, fa) = π ΦF0 + π (2t0 + ΦF1) fr + π ΦF2 f 2
r + π ΦF3 f 3

r (26)

The coefficients of phase ΦF0, ΦF1, ΦF2, ΦF3 are presented in Appendix A. Therefore,
the RCMC filter and the range compression filter be written as

HRCMC = exp(−jπ ΦF1 fr) (27)

HRC = exp
(
−jπ

(
ΦF2 f 2

r + ΦF3 f 3
r

))
(28)

To illustrate the advantage of the proposed algorithm to the traditional NLCS algo-
rithm [40], we arrange the target P− and target P+ in the imaging scene. P− and P+ are
placed on both sides of the reference point on the Y axis, 5 km away from the reference
point. Figure 7 shows the results of the range processing by the traditional NLCS algorithm
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and the proposed method, and proves that the proposed method can effectively focus the
echo signal within a range cell.
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Figure 7. The results of the range processing. (a) Range processing the echo of the target P− using
the traditional NLCS algorithm; (b) Range processing the echo of the target P− using the proposed
method; (c) Range processing the echo of target P+ using the traditional NLCS algorithm; and
(d) Range processing the echo of the target P+ using the proposed method.

4. Azimuth Compression via Modified NLCS

After the range processing, the echo signal of the target can be concentrated within a
range cell. This section aims at performing the azimuth compression of the echo signal to
accomplish the focusing of the echo signal. In SAR signal processing, the azimuth signal
is also considered a frequency modulation signal. The azimuth FM rate and the azimuth
cubic FM rate are, respectively, defined as Ka and Kt, which can be expressed as

Ka = −
2
λ
·
d2Rb f (ta)

dt2
a

(29)

Kt = −
2
λ
·
d3Rb f (ta)

dt3
a

(30)

Figure 8 shows the distribution of Ka and Kt in the scene, and the origin of the
coordinates is the reference point. It can be seen that Ka is a two-dimensional space-variant,
which makes the azimuth signal difficult to focus. Unlike Ka, the value of Kt is particularly
small throughout the scene. Thus, Kt is not discussed separately in this paper. The spatial
variation of Ka will be analyzed in detail in the following.
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4.1. Analysis of Azimuth FM Rate

The azimuth FM rate is the modulation of the echo signal about ta caused by the
Doppler effect of the moving platform. In [1], the azimuth FM rate is expressed as a
linear function of the ta derivative of the range history. In BiSAR, the range history can be
decomposed into the range history of the transmitter and the range history of the receiver.
Therefore, Ka can be decomposed as follows

Ka = − 2
λ ·

d2(Rt(ta)+Rr(ta))

dt2
a

= − 2
λ ·

d2Rt(ta)

dt2
a
− 2

λ ·
d2Rr(ta)

dt2
a

= Kat + Kar

(31)

where the Kat and Kar are the azimuth FM rate introduced by the transmitter motion and
the receiver motion, respectively. Rt(ta) and Rr(ta) are the range history of the transmitter
and the range history of the receiver, respectively.

Figure 9 shows the distribution of Kat and Kar in the scene. It can be seen that they
mainly change along the Y axis and X axis directions, respectively. Thus, it can be concluded
that Kat is a range-dependent spatial variational and Kar is the azimuth-dependent spatial
variational. This means that we can eliminate the spatial variational of Ka from the range
and azimuth dimensions, respectively.
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In Figure 10, the imaging geometry is separated into the configuration in which the
radar signal is transmitted and the configuration in which the echo signal is received. We
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placed the point PY on the Y axis and the point PX on the same Y axis as the reference point.
φr is the angle between NC and NPX . To apply the above geometric relationship to derive
Kat and Kar, the azimuth FM rate in monostatic SAR is introduced, which can be written as

Ka_mono = −
2V2 sin2(φ)

λR
(32)

where φ is the angle between the direction of the velocity V and the slant range R. Consid-
ering the single-range propagation of the transmitted signal, Kat can be expressed as

Kat = −
v2

t
λRt0

(33)
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Figure 10. Divisional imaging geometry at the synthetic aperture center time. (a) The geometry of
the transmitter; and (b) The geometry of the receiver.

From (33), we can find that the spatial variation of Kat is due to Rt0, which can be
represented with (17). For the azimuth-dependent spatial variation of Kar, we used tn to
describe it. In Figure 10b, we have

sin(φr) =
vttn

Rr0
(34)

where
Rr0 =

√
R2

r0_re f + (vttn)
2 (35)

where Rr0_re f is the Rr0 at the reference point. From (32), (34), and (35), Kar can be expressed
with tn. We use a Taylor expansion of tn to facilitate the subsequent analysis later, and Kar
can be written as

Kar = −
v2

r v2
t

λR3
r0
·t2

n +
3v2

r v4
t

2λR5
r0
·t4

n (36)

Then, the two-dimensional fitting Ka_ f it can be expressed as

Ka_ f it = −
(α + 1)v2

t

λ
(
(α + 1)Rt0_re f + c·∆t0

) − v2
r v2

t
λR3

r0
·t2

n +
3v2

r v4
t

2λR5
r0
·t4

n (37)

The difference between Ka_ f it and Ka is shown in Figure 11. The max quadratic phase
error (QPE) is 0.295π, which is lower than the limit value of the 5%-spread impact response
width (IRW) [1].
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4.2. Azimuth FM Rate Equalizing by Modified NLCS

Since the range and azimuth directions of the echo signal are decoupled in the range
processing, the spatial variation of the azimuth FM rate along the range direction can be
equalized by a filter with range variation. The azimuth NLCS factor is given as follows

HA_NCS = exp
{

jπp4t4
a + jπp6t6

a

}
(38)

Multiplying (38) by the azimuth quadratic FM phase and expanding at tn to the cubic
term of ta, the phase can be written as

ΦA(ta) = π ΦA0 + π ΦA1(ta − tn) + π ΦA2(ta − tn)
2 + π ΦA3(ta − tn)

3 (39)

where

ΦA0 =

(
−

v4
r0t2

n

R3
r0λ

+
3v6

r0t4
n

2R5
r0λ

+ Kat

)
t2
n + p6t6

n + p4t4
n (40)

ΦA1 = 2

(
−

v4
r0t2

n

R3
r0λ

+
3v6

r0t4
n

2R5
r0λ

+ Kat

)
tn + 6p6t5

n + 4p4t3
n (41)

ΦA2 = −
v4

r0t2
n

R3
r0λ

+
3v6

r0t4
n

2R5
r0λ

+ Kat + 15p6t4
n + 6p4t2

n (42)

ΦA3 = 20p6t3
n + 4p4tn (43)

To make the term of tn in (42) be zero, we have

p4 =
v2

r v2
t

6λR3
r0

(44)

p6 = − v2
r v4

t
10λR5

r0
(45)

To date, the space-variant Kar is equalized, and the azimuth compression can be
performed uniformly in the azimuth frequency domain. The azimuth compression filter
can be expressed as

Hac = exp
(
−jπ

λ(α + 1)Rt0_re f + c·∆t0

(α + 1)v2
t

f 2
a

)
(46)
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4.3. Computing Burden of Proposed Algorithm

For HS-BFSAR, real-time imaging is necessary. Therefore, under the premise of
adequate imaging quality, the algorithm requires less computing burden. Figure 12 shows
the block diagram of the proposed algorithm. The floating-point operations (FLOPs) of
a N-point FFT or IFFT and one-time complex multiplication are 5N log2 N and 6N [52],
respectively. Thus, the total FLOPs of the proposed algorithm can be written as

CProposed algorithm = 24Nr Na + 20Nr Na log2 Na + 10Nr Na log2 Nr (47)
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We choose the traditional NLCS algorithm [40] and several typical NLCS
algorithms [22,43,53] for the comparison of the computing burden. The total FLOPs of
these algorithms can be written as

CTraditional NLCS = 36Nr Na + 20Nr Na log2 Na + 20Nr Na log2 Nr (48)

CFrequency−Domain NLCS = 30Nr Na + 15Nr Na log2 Na + 10Nr Na log2 Nr + 2(2M− 1)Nr Na (49)

CExtended NLCS = 30Nr Na + 20Nr Na log2 Na + 10Nr Na log2 Nr + 2(2M− 1)Nr Na (50)

CModi f ied Azimuth NLCS = 30Nr Na + 20Nr Na log2 Na + 10Nr Na log2 Nr (51)

where Nr and Na are the number of the range and azimuth samples, respectively. M is the
number of neighbor samples used for the range and azimuth interpolation.

Figure 13 shows the relative values of the computational burden of these algorithms to
that of the proposed algorithm. To intuitively reflect the simulation results, Nr and Na are
set to the same size, and the value of M is 16. The results show that the proposed algorithm
has the least computing burden along the mentioned NLCS algorithms.
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5. Simulation Results and Discussion

In this section, the effectiveness of the proposed method is verified by the point
simulation and scene simulation. To get closer to the characteristics of the spaceborne HS-
BFSAR, the Gaofen-3 satellite is referred to as the transmitter, while the high-speed receiver
is looking forward to the scene on the ground. The specific simulation parameters are given
in Table 1. In addition, the traditional NLCS algorithm proposed by Wong et al. [40] is
taken as a conventional method, and Mei’s frequency-domain NLCS algorithm [22] is used
as a reference method.

5.1. Results of Point Simulation

The point simulation uses an array of 49 targets, which are distributed in a 4.8 km2

grid in the ground range and azimuth. The original imaging results are shown in Figure 14,
where point P3 is the scene reference point and the remaining marked points are the
scene edge points. The detailed imaging results of points P1, P3, and P5 are shown in
Figures 15–20 in contrast with the results of the conventional method and the reference method.

Figures 15 and 18 gives the contour plots of the selected points using the different
algorithms, which demonstrates the 2D focusing performance. From Figures 16a, 17a,
18a, 19a and 20a, it can be seen that the main lobe of the result using the conventional
method [40] is widened, especially in the azimuth. This is because the conventional
method [40] does not consider the spatial variation of RCM and the high-order spatial
variation of the azimuth FM rate, so it cannot deal with the BFSAR configuration. The
reference method [22] corrects the linear RCM and equalizes the Doppler parameters by
introducing a KT transform and a frequency-domain NLCS, respectively. However, the
reference method [22] ignores the spatial variation of range curvature and range FM rate in
the scene, resulting in an increase in the side lobe of the range profile, which is shown in
Figures 16b and 19b. In addition, the reference method [22] does not consider the high-order
spatial variation of the azimuth FM rate, which leads to a broadening of the azimuth profile
in Figures 17b and 20b. The measured performances of targets P1, P3, and P5 are listed
in Table 2. Inspecting Table 2, it can be found that the 2D measured parameters obtained
by the proposed algorithm are close to the theoretical values. However, the parameters of
the conventional method [40] and the reference method [22] are worse compared to the
proposed method.
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Table 2. Measured parameters of the selected targets. PSLR: peak sidelobe ratio; and ISLR: integrated
sidelobe ratio.

Method Targets
Range Azimuth

PSLR (dB) ISLR (dB) PSLR (dB) ISLR (dB)

Conventional method
P1 −12.56 −9.82 N/A N/A
P3 −13.23 −10.25 −13.24 −9.86
P5 −12.15 −9.64 N/A N/A

Reference method
P1 −12.99 −9.76 −6.96 −7.04
P3 −13.23 −10.25 −13.24 −9.86
P5 −12.25 −9.79 −11.34 −8.62

Proposed method
P1 −13.21 −10.12 −13.21 −9.74
P3 −13.23 −10.25 −13.24 −9.86
P5 −13.23 −10.25 −13.23 −9.86

5.2. Results of Scene Simulation

To further prove the effectiveness of the proposed method in the complex imaging
scene, a scene target is simulated based on a benchmark SAR image. In the scene simulation,
each pixel of the benchmark SAR image is regarded as a scattering point of the scene target.
The intervals between each scattering point and the size of the scene target are 2 m and
5 × 5 km, respectively. Figure 21 shows the imaging results of the scene target processed
by the proposed method.

It can be seen that the scattering characteristics of the benchmark SAR images are well
displayed by the processing of the proposed method. However, in Figure 22a,b, the images
processed by the conventional method [40] and the reference method [22] are defocused to
varying degrees, respectively. For a more intuitive comparison, an isolated edge point at
the red dashed circle in Figure 21 is selected, and the corresponding range and azimuth
profiles via the three methods are shown in Figure 23. Similarly to the point simulation,
the conventional method [40] and the reference method [22] are not suitable for imaging
in spaceborne HS-BFSAR configuration, which leads to the increase in the side lobe in the
range profiles and the broadening of the main lobe in the azimuth profiles. The proposed
method considers the linear-range-dependent spatial variation in RCM and the second-
order and fourth-order spatial variation of the azimuth FM rate. Therefore, the proposed
method has a better scene edge focusing effect.
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5.3. Discussion of the Proposed Algorithm

The above simulation verifies the effectiveness of the proposed algorithm with the
given configuration. However, the frequency-domain imaging algorithm for BiSAR relies
on the configuration, and so does the proposed algorithm. Geometric approximation and
PWA are allowed in the algorithm derivation. The error caused by this is tolerable when
the detection range is far and the scene is not very large, such as imaging with spaceborne
and high-speed platforms. For the high-resolution SAR image obtained by the proposed
algorithm, the analysis of the image local features is discussed in [54], which will not
be elaborated upon in this paper. In addition, there is a certain geometric distortion in
Figure 21, which is because the imaging results of the frequency-domain algorithm focus
on the data domain. If the imaging scene is large or used for terrain matching, geometric
correction must be performed after imaging to obtain the ground image.
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6. Conclusions

In this paper, a modified NLCS algorithm for spaceborne HS-BFSAR is proposed. First,
since the forward-looking receiver has extremely high forward velocity, range preprocessing
is used to reduce the range sampling number and mitigate the range–azimuth coupling.
Then, using the equivalent bistatic range model and range-Doppler spectrum, based on
the geometric configuration analysis, a range NLCS is derived to equalize the linear space-
variant RCM and effective range FM rate. Next, through the analysis of the Doppler
contribution of the transmitter and receiver, the two-dimensional space-variant azimuth
FM rate is decomposed into the range-dependent part and the azimuth-dependent part.
Then, an azimuth NLCS is used to equalize the second-order and fourth-order spatial
variations of the azimuth FM rate. Finally, a two-dimensional matched filter is derived to
focus the signal. A series of simulation results verify the efficiency and effectiveness of the
proposed algorithm.
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Appendix A

This appendix shows the coefficients of the range filter. After substituting the range
NLCS factor into the time domain expression of the echo signal, the POSP [51] and the
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MSR [29] are used to obtain the frequency-domain expression, which is (26). The coefficients
in (26) can be expressed as
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