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Abstract: Since various phenomena produce infrasound, including both man-made and natural
sources, the ever-growing dataflow demands automatic processes via machine learning for signal
classification. In this study, we demonstrate a single array approach at the Piszkés-tető (PSZI)
infrasound array. Our dataset contains nearly 14,000 manually categorized infrasound detections,
processed with the progressive multi channel correlation (PMCC) algorithm from three different
sources, such as quarry blasts, storms and signals from a power plant. The dataset was split into
a training, a validation and a test subset. Time and frequency domain features as well as PMCC-
related features were extracted. Three additional PMCC-related features were constructed in a
way to measure the similarity between detections and to be used in single array monitoring. Two
different classifiers, support vector machine and random forest, were used for training. Training
was performed with three-fold cross validation with grid search. The classifiers were tuned on the
training and validation set using the f 1 metric (harmonic mean of positive predictive value and true
positive rate). Training, validation and testing were performed with and without our three new
features that measure similarity between the detections in order to assess their importance in single
array monitoring. The selected classifiers reached f 1 scores between 0.88 and 0.93. Our results show
a promising step toward automatic infrasound event classification.

Keywords: infrasound monitoring; machine learning; event discrimination; seismo-acoustics

1. Introduction

Infrasound is known as very low-frequency acoustic wave in the 0.01–20 Hz frequency
range. The source of infrasound can be of either natural origin (e.g., microbaroms, bolides,
volcanos, and storms) or anthropogenic (e.g., quarry blasts, power plants, and supersonic
flights). Since the Comprehensive Nuclear-Test-Ban Treaty (CTBT) was opened for signature in
1996, 53 of 60 planned infrasound stations have been installed worldwide as a component of the
International Monitoring System (IMS). In addition, national networks operate permanent and
temporary infrasound arrays. In Europe, much of the infrasound related atmospheric research
was coordinated by the ARISE project [1,2], and more recently the Central and Eastern European
Infrasound Network project [3] contributed to the European Infrasound Bulletin [4].

The ever-growing data volume demands automatic signal processing and classifica-
tion. When dealing with infrasound signals, classification usually requires ground truth
information. For example, this could be seismic data for earthquakes or quarry blasts
(e.g., [5–8]), visual observation for bolides (e.g., [9]) or meteorological data for associating
infrasound detections to storms and lightnings (e.g., [10–12]). Although the waveform
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correlation method [13–15] is a powerful tool for event association in seismology, it can
hardly be used for infrasound waveforms due to the rapid changes in the atmosphere.
Hence, infrasound waveforms may look very different from event to event [16,17]. The idea
behind automatic infrasound signal classification is that the source mechanism is unique
for each kind of event [18]. So even when the signals are changed due to propagation, a set
of time domain but mostly frequency domain features can be extracted which are specific
for each event type and less dependent on propagation effects.

Machine learning (ML) has been proven to be powerful in different fields of everyday
life and science. In infrasound research, it has been used for nuclear reactor monitoring [19],
predicting transmission loss due to propagation [20] and signal classification. In the past
20 years there have been different approaches to apply ML models to classify infrasound
signals from different kinds of events.

A large set of various features has been proposed, and different methods have been
used by researchers. Ham and Park [21] extracted the mel-frequency scaled cepstral
coefficients with their derivatives from four different kinds of events. On the coefficients,
they applied multi-layer feedforward perceptron by backpropagation, radial basis-function
networks and a partial least-squares calibration model. The raw data were collected from
five different locations with four different array geometries. Chilo et al. [22] compared three
feature extraction methods, the discrete wavelet transform (DWT), the time scale spectrum
using continuous wavelet transforms and the mel-frequency scaled cepstral coefficients
and their derivatives. On the extracted features, neural networks, logistic regression
and support vector machine (SVM) models were trained and tested. A new, different
feature extraction method was proposed by Liu et al. [23] by using the Hilbert–Huang
transform [24]. The Hilbert–Huang transform performed on each instantaneous mode
function derived by empiric mode decomposition and the features were extracted from the
marginal spectrum. A SVM classifier was trained and tested on the dataset, which included
45 signals from volcanoes, 42 from tsunamis and 45 from earthquakes, recorded at different
IMS stations. On the same dataset, Li et al. [25] tested three types of entropies as features
that resulted in somewhat lower accuracy but faster runtime compared to DWT. Albert
and Linville [18] used frequency and time domain features as well as normalized power
spectra in SVM and convolutional neural network models on a subset of the Infrasound
Reference Event Database.

The studies highlighted above represent the state-of-the-art methodologies. They
achieved a high variety of accuracy (the number of correctly classified events compared
to the number of all events in the test set) from 55% to 100%. The size of the datasets
was relatively small, comprising a total of 100–1000 events. It is worth pointing out that
the models were robust in the sense that they were trained and tested with data from
different stations.

In this paper, we discriminate infrasound signals originating from quarry blasts,
storms and a power plant, recorded at a single infrasound array. Our main objective is
to build at least a one magnitude larger dataset to demonstrate with high confidence that
machine learning models can indeed be used in infrasound signal classification. Our dataset
for training, validation and testing consists of approximately 14,000 events, a significantly
larger number of events than those used in previous studies. We extracted both time
and frequency domain features recommended by the state-of-the-art studies. In addition,
we also defined new features and tested their validity. We trained our machine learning
discrimination algorithm using SVM and random forest models to demonstrate that they
can be successfully applied in infrasound signal classification.

2. Materials and Methods
2.1. Data

The infrasound array in Hungary has been operational at Piszkés-tető (PSZI) as part
of the Hungarian National Infrasound Network [26], ARISE [1] and Central and Eastern
European Infrasound Network [3] collaborations since May 2017. Since then, it has collected
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approximately a million infrasound detections. The array consists of four SeismoWave
MB3d microbarometers with 100 Hz sampling frequency. The aperture is about 250 m,
and all instruments are located in a forested area. The central element (PSZI1) of the array
is co-located with a seismological station, PSZ, operated by ELKH Kövesligethy Radó
Seismological Observatory and the GFZ German Research Center for Geosciences.

For routine data processing, the progressive multi-channel cross correlation (PMCC, [27])
algorithm is used. Infrasound detections are analyzed with the DTK-PMCC and DTK-DIVA
processing software that are part of the CTBTO NDC-in-a-box software package. Hereafter, a
detection will refer to a PMCC detection. PSZI regularly detects infrasound from microbaroms
from the Northern Atlantic [3,28], supersonic flights, bolides [29,30], storms and lightnings [31,32]
and quarry blasts [8,33–36]. The Mátra Power Plant (MPP) at Visonta at about 139° azimuth and
at 20 km distance is considered the most dominant coherent noise source near PSZI.

Supervised ML models require labeled datasets for training and testing. For this
study, three kinds of event signals from quarry blasts, storms and MPP were classified
manually. Detections originated from quarry blasts were taken from the Hungarian Seismo-
acoustic Bulletin (HSAB). HSAB has been published annually since 2019, containing several
hundreds of quarry blasts events each year [8,33–36] and is available at http://infrasound.
hu (16 March 2023) in IASPEI Seismic Format (ISF). Quarry blasts are relocated using both
seismic and infrasound data with iLoc, a further developed version of the single-event
location algorithm implemented at the International Seismological Center [37].

Figure 1 shows the active mines and quarries, MPP and PSZI in our region of interest.
Figure 2 shows the distributions of quarry blasts and quarries as a function of distance from
PSZI. The 695 quarry blasts were detected from 102 different quarries and mines. PSZI
is located in an active mining area, and hence a high number of close quarry blasts have
been registered. The closest quarry blast in the dataset is 4 km, the farthest is 334 km away
from the array, and the mean distance value is 122.5 km. The drop in the number of events
at around 140 km can be explained by the geometrical shadow zone, which is consistent
with the findings of Czanik et al. [8]. They reported that the geometrical shadow zone for
PSZI is in the typical range between 90 and 190 km between tropospheric and stratospheric
phases. Nevertheless, shadow zones are not as well defined as those for seismic waves
traveling in the Earth’s interior. Owing to the dynamic nature of the atmosphere, under
specific conditions, atmospheric ducts may exist that allow for infrasound detections at
PSZI, even if the source of the signal falls in the geometrical shadow zone.

Nearly 32,000 infrasound detections were associated to storms at PSZI in earlier
studies [31,32]. Note that multiple detections belong to a single storm. Storms were
searched for in the time–azimuth domain using DTK-DIVA. The idea was that storms
appear as linear features of varying length on the time–azimuth diagrams as they move in
time. After collecting the detections into several bulletins, they were compared to lightning
distribution from the Blitzortung [38] database as ground truth information. Association
was determined on time and space correlation between the detections and the lightning
distribution. Spatially, those lightnings were used which fell within ±10◦ of the azimuthal
range defined by the detection list. In time, those lightnings were used which fell within
±10 min of the time interval determined by the first and last detection in the bulletin. Note
that the lightning detection times were shifted by the travel time from their location to the
infrasound array, with the assumption of direct wave propagation. Additionally, note that
in this study, storm class includes everything that comes with storms, e.g., signals from
lightnings, turbulence, and vortices [39].

Signals from MPP were classified on a statistical basis and manually. In total, 695 quarry
blasts, 32,000 storms and 7615 MPP infrasound detections were labeled. The list of the
manually classified detections can be found in the supplementary file, and the waveforms
are available at the Geofon website [26].

http://infrasound.hu
http://infrasound.hu
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Figure 1. Map of Hungary and neighboring countries showing PSZI (blue triangle), MPP (orange
circle) and known mines and quarries (red stars). The map in the upper right shows an overview of
the examined region in Europe.

Figure 2. Distribution of the quarry blasts (blue) and distribution of known mines and quarries
(green) as a function of distance measured from PSZI. The high number of close-distance quarry
blasts are due to the active mining region near PSZI. The drop in the number of events at 140 km
can be explained by the geometrical shadow zone, from which PSZI can detect signals only during
specific atmospheric conditions.

2.2. Pre-Processing

The input for the feature extraction and ML model training pipeline was an infrasound
detection determined by PMCC. For each event, waveforms were cut for the interval of the
detection. Prior to the feature extraction, pre-processing was performed on the waveforms.
We applied a bandpass filter between 1 and 10 Hz. The lower limit was set to filter out the
very low frequency content of the microbaroms considered as noise in this study. The upper
limit was driven by the cut off frequency of the instruments used at the array. After filtering,
in order to increase the signal-to-noise ratio, beamforming was performed. Delay-and-sum
beams were created for each event using the available three or four waveforms.



Remote Sens. 2023, 15, 1657 5 of 20

Note that our dataset of detections is imbalanced in the sense that there are many more
available detections associated with storms and MPP than with quarry blasts. Hence, down-
sampling and the widely used ML technique augmentation were applied. We downsampled
the storm detections to reduce the size of the storm set. To minimize the effects of propagation,
detections from storms up to 335 km distance were selected, which corresponds to the farthest
quarry blast event in the dataset. This way, the number of events labeled as storms was
decreased to 5665. To increase the size of the quarry blast sample in the training set, we
augmented the quarry blast signals. Augmentation is the process where from the original
data a new sample is created [40] through applying transformation or a set of transformations
with random parameters and random probability on an instance of a class. Augmentation
is a good way to increase the dataset without changing its statistical characteristics. It also
helps the model to generalize better and helps against overfitting. For instance, in the case of
images, augmentation could represent operations such as random clipping, zooming in or out,
rotating, adding noise, and masking. For audio signals, augmentation could be adding noise,
time stretch, random gain, polarity change, time, and frequency domain masking. In this
study, random Gaussian noise, random time shift, time and frequency masking were applied
for all 284 quarry blasts in the training set to make their numbers comparable to the number
of storm and MPP detections. Adding random noise to the waveforms means the modulation
within a minimum and maximum amplification factor. Applying time shift results in shifting
a part of the signal within a range given as a fraction of the total sound length. The time
domain mask sets the amplitude values to zero in the signal within a range given as a fraction
of the signal length. The frequency domain mask sets the frequency values to zero on the
power spectrogram within a given minimum and maximum fraction of the frequency range.
For the parameters used please see Table 1.

Table 1. Transformation parameters used for augmentation.

Transformation Parameter Range Probability

Gaussian noise 0.01–0.05 0.5
Time shift 0.0–0.3 1

Time domain mask 0.0–0.03 1
Frequency domain mask 0.0–0.03 1

2.3. Feature Extraction

After pre-processing, basically three types of features were extracted; time domain, frequency
domain and PMCC-related features. The purpose of time domain and frequency domain features
is to describe physical properties of the signals, whereas PMCC-related features include metadata
and features that measure similarity between neighboring detections.

We used three time domain features, the number of zero crossings, the signal-to-noise
ratio (SNR, here defined as the fraction of the mean and the standard deviation of the
amplitude values) and the root mean squared energy (ERMS). Even though the number of
zero crossings in the signal is computed in the time domain, this feature carries information
on a fundamental frequency present in the signal. Let Ai denote the i-th amplitude value
in the signal and K the number of points, and then SNR here is defined by

SNR =

1
K

K
∑

k=0
Ai√

K
∑

k=0
(Ai−Ai)2

K

, (1)
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where Ai is the mean of the amplitudes. With the denotions used above, the ERMS can be
computed by the following equation:

ERMS =

√√√√ 1
K

K

∑
k=0

A2
i (2)

Among the frequency domain features, four were derived from the power spectro-
grams: the spectral centroid, the spectral bandwidth, the spectral rolloff and the spectral
band energy ratio. The spectral centroid is the weighted mean of the magnitudes in each
frame of the spectrograms, describing the dominant frequency in the signal as a function of
time. The spectral centroid in the i-th frame of spectrogram (SCi) can be calculated with the
following equation [41]:

SCi =

N
∑

n=1
Si(n) · n

N
∑

n=1
Si(n)

, (3)

here Si(n) is the magnitude of the spectrogram in the i-th frame at frequency bin n and N
is the number of frames. Spectral bandwidth is the variance or spread around the spectral
centroid, and thus it indicates the important frequency range. Similarly to the spectral
centroid, the spectral bandwidth in the i-th frame of spectrogram is defined by the following
equation with the same denotations [41]:

BWi =

N
∑

n=1
|n− SCi| · Si(n)

N
∑

n=1
Si(n)

(4)

The spectral rolloff defines the frequency bin at which a certain percentage of energy
(in our case 80% ) is cumulated. The band energy ratio measures the presence of the lower
frequencies compared to the higher ones, given by the following equation using Si(n) as
above [41]:

BERi =

F−1
∑

n=1
Si(n)2

N
∑

n=F
Si(n)2

, (5)

where F means a predefined frequency value where the split is made. We choose 3 Hz as
the split line because analysis of the spectrograms showed that quarry blast events peak
below 3 Hz. Figure 3 shows typical detections visualized by DTK-GPMCC and the power
spectrograms for the three different sources with two features: the spectral centroid and
the spectral bandwidth.

The spectral centroid, spectral bandwidth, spectral rolloff and spectral band energy
ratio were calculated in each frame of the spectrogram. This would result in about a
200-element-long feature vector for a 30-s-long beam. For the sake of dimension reduction,
median values were derived from these features.
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Figure 3. Typicaldetections and power spectrograms for quarry blasts, storms and signals from MPP.
The left column (a,c,e) shows the detections visualized by DTK-GPMCC, and the right column (b,d,f)
contains power spectrograms for each type of events used. In the case of storms and MPP where
more detections are present, the selected ones for which the power spectrogram is calculated are
marked with a red rectangle. In the left column, detections are plotted in the time–frequency domain
using the logarithmic frequency scale. In the upper panels, the detections are color coded by azimuth,
whereas they are color coded by trace velocity in the lower ones. In the right column, the spectral
centroid is depicted with a white solid line, the shaded area represents the spectral centroid± spectral
bandwidth.

We also extracted two entropy type features, power spectrum entropy (PSE) and
singular value decomposition entropy (SVDE), both proposed by Li et al. [25]. PSE is
defined as the Shannon entropy of the power spectrum [42]:

PSE = −
fs/2

∑
f=0

S( f ) log2 S( f ), (6)

where fs is the sampling frequency and S( f ) is the power spectrum. PSE measures how
uniform the power spectrum’s distribution is. For a monochromatic signal, PSE is at its
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minimum and with the presence of more frequency components, the value of the PSE
increases [42]. SVDE reflects the dimensionality of the signal. SVDE can be computed in the
following way [43,44]. From the signal [x1, x2, . . . xN ] the delay vectors (y(i)) are created:

y(i) = [xi, xi+τ , . . . , xi+(dE−1)τ ], (7)

where τ and dE denote the delay and the embedding dimension, respectively. In the
following step, the embedding space is

Y = [y(1), y(2), . . . , y(N − (dE − 1)τ)]T . (8)

Singular value decomposition is applied on matrix Y to calculate the M number of
singular values, σ1, σ2, . . . , σM, which compose the singular spectrum. From the singular
spectrum, SVDE is given by

SVDE = −
M

∑
i=1

σ̄i log2 σ̄i, (9)

where σ̄1, σ̄2, . . . , ¯σM are the normalized singular values in the way that

σ̄i =
σi

M
∑

j=1
σj

(10)

From the PMCC result files, the hour of the day and the apparent velocity (horizontal
component of the infrasound wave velocity) were taken and used as features. Note that
we used hour of the day in UTC, but in Central Europe it still reflects the alternation of
days and nights. Furthermore, we defined a three-dimensional box in the time–azimuth–
frequency domain in which three features were calculated. The dimensions of the box were
±15 min ±10◦ ±1 Hz wide in each direction for a given detection, respectively. Technically,
this means filtering the database that contains all detections with the given parameters.
The idea behind this was to measure the similarity between a particular detection and its
neighboring detections. The three features are the following:

• Number of detections. This feature helps to distinguish between coherent noise
sources (e.g., the power plant) and sources when multiple detections belong to the
same “event” (e.g., storms) and between, for example, explosions which are usually
solitary (or at least have only a few neighbors) on the time–azimuth diagram.

• The difference between the mean azimuth in the box and the detection’s azimuth. For
the MPP, almost zero is expected for this value since it is not a moving source. For
storms, this feature varies, depending on the movement of the storm relative to the
station (visually, the angle on the time–azimuth domain). For quarry blasts, the value
also varies. When no neighboring detections are present, basically this feature takes
a value of zero, whereas a big difference from the mean is expected when there are
adjacent detections.

• The standard deviation of the azimuths in the box. As with the previous feature, we
expect larger values for storms and lower ones for MPP. For quarry blasts the same is
true as with the foregoing feature.

Figure 4 shows the detections on the time–azimuth diagram, color coded by time, on
8 June 2019 between 09:30 and 23:30 UTC. In this interval, detections from all the three
sources can be seen. The black boxes frame one detection from each class in which the three
features are calculated. Note that the box is illustrated only in the time–azimuth domain.
Additionally, note that the PMCC-derived features are all considered station specific.
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Figure 4. Detections on the time–azimuth diagram, color coded by time, on 8 June 2019 between
09:30 and 23:30 UTC. In this interval detections from a quarry blast (upper left), from MPP (middle
right) and from a storm (bottom right) are present. The black boxes frame one detection from each
class in which the three features (detection number in box, azimuth standard deviation in box and
azimuth minus mean in box) are calculated.

With the dimension reduction, 14 element feature vectors were generated. Figure 5 shows
the mean and standard deviation of each feature for each class. Note that each feature is
normalized with a standard scaler. Even though all three classes follow a similar pattern on the
polar plot, a separation can be seen for the detection number in the box from feature between
the quarry blasts and the other two classes. The separation is seen both for the mean values and
the standard deviation, which implies that this might be an important feature.

Figure 5. Mean feature values (solid line) and standard deviation (shaded area) for the three classes
used. Note that each feature is normalized with a standard scaler.
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2.4. Model Selection

For training, validation and testing, the dataset was split into three parts. The number
of events in each subset for the different sources can be found in Table 2. Note that the
quarry blast events in the training set also include the augmented samples. The approximate
percentages are presented in the brackets. We used a 70%–15%–15% split for the training,
validation and test sets, respectively, which is a commonly applied practice to divide a
dataset into these three parts [45]. However, due to the low number of quarry blasts, the
split percentage for this class is slightly different. The total number of events used in this
study is 13,975 plus the 284 augmented quarry blasts in the quarry blast training set. On all
subsets, a standard scaler was applied (fit on the training set), meaning that the features
were scaled to zero mean and unit variance.

Table 2. Distribution of the number of labeled storms, quarry blast and MPP detections among the
training, validation and test subsets. The quarry blast events in the training set include the augmented
samples. The approximate percentages are present in the brackets.

Storm Quarry Blast MPP

Training 3962 (75%) 568 (58%) 5334 (75%)
Validation 834 (15%) 203 (21%) 1161 (15%)

Test 869 (15%) 208 (21%) 1120 (15%)

Classification was performed with two fundamentally different classifiers, random
forest [46] and support vector machine (SVM) [47]. SVM has been proven to be powerful at
infrasound signal classification (e.g., [18,23,25] ), whilst random forests are easy to interpret.
These models were also favored since they work well on relatively small datasets. Training
was performed without and with the three features that measure the similarity between the
detections, resulting in 11- and 14-element-long feature vectors, respectively, to assess their
importance in a single array signal classifier.

Even though augmentation and downsampling were performed, the number of quarry
blast events was still small compared to the size of the other two classes. Hence, accuracy
was not selected as the evaluation metric because this can be misleading when imbalance is
present. Instead, we used the f 1 score. The f 1 score is calculated as the harmonic mean of
precision (positive predictive value) and recall (true positive rate). We also computed the
area under the receiver operating curve (ROC AUC) scores to evaluate the results. We also
generated and analyzed confusion matrices on the validation set. Afterward, the selected
random forest and SVM models were tested on the test set. Model training and evaluation
was performed via the Sckikit-learn framework [48], a widely used Python library for ML.

Fine tuning of the hyperparameters for both SVM and random forest models was
performed by grid search with three-fold cross validation on the training set. For the
random forest classifiers, the following hyperparameters were tuned: number of trees,
minimum samples per leaf, minimum samples per split, maximum depth, and maximum
features. Minimum samples per split gives the minimum number of samples needed to
make a split at an internal node. Minimum samples per leaf give the minimum number
of samples needed to be present at a leaf node. The maximum feature hyperparameter
gives the number of features to consider when looking for the best split, computed from
the total number of features. Hyperparameter tuning for the SVM models was mainly
about tuning the regularization parameter C. For the kernel, the radial basis function was
used. For the kernel coefficient, γ both auto and scale were used. In the case of auto,
γ = 1/n f eatures, where n f eatures is the number of features (11 or 14 in our case). When the
scale is set, γ = 1/(n f eatures · var(X)), where var(X) is the variance of the input matrix. For
more details, please see the Skickit-learn documentation [48]. We tried different grids; the
final ones are presented in Tables 3 and 4 for the random forest and the SVM classifiers,
respectively.
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Table 3. Hyperparameter grid for the random forest classifiers.

Parameter Values

Number of trees 20, 30, 40, 50, 60, 80
Minimum samples per leaf 2, 4, 8, 12, 16, 20, 24
Minimum samples per split 2, 4, 8, 12, 16, 20, 24

Maximum depth 10, 20, 30, 40, 50
Maximum features all, log2, square root

Table 4. Hyperparameter grid for the SVM classifiers.

Parameter Values

C 1, 2, 3, 4, 5, 10, 20, 50, 100, 200, 500, 1000
kernel Radial Basis Function

γ scale, auto

3. Results

Approximately 14,000 previously categorized PMCC detections were processed and
used to extract features. Frequency domain, time domain and PMCC-related features
were fed into SVM and random forest models, which were trained with three-fold cross-
validation using grid search for hyperparameter tuning on the training set. The performance
of the models was measured using f 1 and ROC AUC scores; in addition, the confusion
matrices were analyzed on the test set.

First, training was performed without the three features that measure similarity be-
tween the features, i.e., 11 features were used. For this case, Figure 6a,c show the confusion
matrices on the test set for the selected random forest and SVM classifiers, respectively.
On the test set, the best random forest and SVM models (in the sense of highest number
of true positive quarry blasts and f 1 score) reached an f 1 score of 0.88. For mean cross
validation on the training set and validation scores, see Table 5. After adding the three
specific features that measure the similarity between the detections, and training on all the
14 features, we experienced an increase in the f 1 and AUC scores, as well as in the number
of true positive quarry blast events. On the test set, Figure 6b,d show the confusion matrices
for the highest true positive quarry blast event and f 1 score achieved by random forest and
SVM classifiers, respectively. It should be noted that the largest difference between this and
the case above is that the number of correctly identified quarry blasts increased from 162 to
195 (77.9% to 93.8%) and from 169 to 192 (81.2% to 92.3%) for the random forest and SVM
models, respectively. On the test set, the random forest model with the lowest number of
false positive quarry blasts reached 0.92 f 1 score, whereas this number for the SVM model
is 0.93. Table 5 contains mean cross validation on the training set and validation scores.

Table 5. Performance of the selected random forest and SVM classifiers.

Training CV
Mean f1 Score

Training CV f1
Score Standard

Deviation

Validation f1
Score Test f1 Score

Random forest
with 11 features 0.84 0.009 0.89 0.88

Random forest
with 14 features 0.86 0.005 0.92 0.92

SVM with 11
features 0.83 0.016 0.88 0.88

SVM with 14
features 0.88 0.012 0.93 0.93
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Figure 6. Confusion matrices for the selected models generated on the test set. The upper row (a,b) contains
the results of the random forest classifiers and the lower one (c,d) the ones of SVM. The left column (a,c)
represents the case without the three PMCC-derived features and the right column (b,d) shows the confusion
matrices with the PMCC-derived features. The percentages in each row sum up to 100%.

Figure 7 shows the one-versus-all ROC curves generated on the test set, meaning
that the classifiers are trained with the parameters determined by the cross validation
but in a binary case, e.g., quarry blasts versus signals from MPP plus storms. The upper
row contains the results of the random forest classifiers and the lower one the results of
SVM. The ROC curves are consistent with the confusion matrices in the sense that storms
are less separated from the other classes, especially in the 14-element-long feature vector
case (right column). After the addition of the three features that measure the similarity
between the detections, the ROC curves moved closer to the upper left corner, indicating
a better performance.
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Figure 7. One-versus-all ROC curves for the random forest and SVM models generated on the test
set. The upper row (a,b) contains the results of the random forest classifiers and the lower one (c,d)
the of SVM ones. The left column (a,c) represents the case, when the three features that measures the
similarity between detections were excluded (resulting in 11 element-long feature vectors) and the
right column (b,d) represents the results with them (resulting in 14 element-long feature vectors). For
each one-versus-all classifier, the ROC AUC scores are present in the legend. The black dashed line
represents a random classifier. A line reaching the (0,1) point in the top left corner would mean a
perfect classifier.

4. Discussion

Training, validation and testing were performed without and with the detection
number in box, the azimuth minus mean in box and the azimuth standard deviation in box,
the three features that measure the similarity between the detections. In both cases, random
forest and SVM classifiers were used and compared. Based on the confusion matrices
(Figure 6) and on the ROC curves (Figure 7) in both cases, the selected classifiers could
distinguish well between the quarry blast events and storm and MPP associated signals.
However, when adding the three specific features, the classifiers performed better when
it came to differentiating between quarry blasts and the others. The f 1 score, measured
on the test set, increased from 0.88 to 0.92 in the case of the random forest and to 0.93 in
the case of the SVM classifiers. The number of true positive quarry blasts increased from
162 to 195 (77.9% to 93.8%) and from 169 to 192 (81.2% to 92.3%) for the random forest
and SVM models, respectively. Thus, single array monitoring might benefit from these
three features. In each case, the trained classifiers predicted much more quarry blasts to be
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storms than signals from MPP. The reason behind this is most likely the method of labeling
the detections as storms, due to which the storms class is not as pure as the quarry blast
and MPP ones, i.e., more mislabeled detections are in this class than in the other two. Based
on the f 1 scores, the ROC curves and confusion matrices of both the SVM and random
forest models worked well on our dataset.

Our goal was to discriminate detections associated with quarry blasts from the two
other classes. The classifiers managed to distinguish quarry blasts and MPP but struggled
more with storms. To better interpret these misclassifications, we analyzed the beams and
the spectrograms. The detections that were predicted to be quarry blasts originated from
22 different storms. Out of the 22 storms, 14 that were predicted to be quarry blasts were
close or just above the array. On their beams, large peaks or pulses are present, which might
be associated with lightnings, and thus they look similar to beams from quarry blasts. On
the other hand, the waveforms of the quarry blasts predicted as storms are noisy and have
higher frequency components than most of the samples in this class. These characteristics
are the probable cause for the misidentifications.

For the two selected random forest models, the permutation feature importance was
calculated. The permutation feature importance can be derived using trained tree models,
randomly swapping two features and measuring, in our case, the f 1 score drop. The bigger
the drop in the metric, the more important the feature. The process was run 50 times, which
was enough to give reliable permutation feature importances. The permutation feature
importances can be seen in Figure 8. Where the features that measure similarity between
the detections were included (Figure 8b), two of them, the detection number in box and the
azimuth standard deviation in box, placed first and fifth, indicating that these two features
are behind the improvement of the model’s performance, and they are indeed important
and useful in single array monitoring. The azimuth minus mean in box, however, was less
important. In both cases, the SNR, spectral rolloff and spectral centroid slid to the last three
places. Among the four features derived from the power spectrograms, spectral bandwidth
reached the best places. The power spectrum entropy had the greatest role in the 11-feature
case but fell back with the addition of the three specific features. Note that in both cases,
the hour of the day feature took second place, even though it is a simple feature. Since
quarries carry out their explosions at specific times of the day, the discriminating power of
the hour of the day feature is somewhat expected, and indeed machine learning has found
this feature on its own.

When it comes to infrasound signal classification, the most significant issue is the effect
of propagation on the signals. Albert and Linville [18] trained SVM and convolutional
neural network (CNN) models on a subset of the Infrasound Reference Event Database
(IRED). The signals in the dataset were recorded at IMS stations from all around the
world, consisting of 256 signals from mines and quarries, 152 from chemical and accidental
explosions, 103 from earthquakes and 104 associated with volcanic activity. The average
distances between the source and receiver were 581, 1571, 1199 and 2084 km for the four
classes, respectively. Training was performed in a binary case, i.e., earthquakes versus
volcanic activity, and with all four classes. Using SVM, in the former case they achieved
75% accuracy and 55% in the latter. These numbers were 74% and 56% for the CNN
architectures, respectively. The input for the SVM models were time and frequency domain
features. Spectrograms were used to train the CNN classifiers. Prior to training SVM
models, they selected eight features based on relative feature importance determined by
random forests. The top two among these were distance between the source and receiver,
and waveform duration (which increases with distance), suggesting range dependency on
infrasound signal classification. The authors tried to identify a range beyond which the
misclassification rate highly increases. They found a range for the mines and quarries class
only, although they did not quantify it.
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Figure 8. Permutation feature importance for the selected random forest models. The bars represent
the mean f 1 score decrease in the 50 runs and the black ticks mark the standard deviations. (a) shows
when the features that measure the similarity between the detections were excluded (resulting in
11-element-long feature vectors) and (b) shows the case when they were included (resulting in
14-element-long feature vectors).

In our study, the dataset for training, validation and testing was constructed in such a
way that it contains events from a 335 km radius, measured from PSZI. This allows a more
local investigation than with the IRED, described above. The MPP is at a fixed location,
so only the distance of storms and quarry blasts vary. We did not include the distance
between the source and receiver for three reasons. Firstly, for storms, only estimated values
could have been given for this feature. Secondly, due to the fixed distance of MPP, the
models might have learned that everything at 20 km distance is from the MPP class. Lastly,
for unknown events, the distance between the source and receiver is also unknown, so it
cannot be used in automatic monitoring. On the other hand, it might be useful to analyze
the results. Figure 9 shows the distribution of misclassified quarry blasts as a function
of distance in the test set for the four final models. Based on the histograms, no clear
dependency can be seen for misclassification as a function of distance in our dataset. The
major difference in our study is the more local distance range, where the propagation time
is much shorter and therefore there is not enough time for the differences in the features to
accumulate. However, range-dependent conditions could also be responsible for particular
guiding conditions that would be detrimental to classification in some cases.

Besides the distances, we analyzed the celerities (the average speed along the raypath
between source and receiver) of the quarry blasts. Celerities were calculated as a fraction
of the known distances and the travel times, given as the difference of the blast times
and detection times. In our dataset, based on the celerities, tropospheric (>310 m/s) and
stratospheric (280–320 m/s) phases are present [49–51]. Figure 10 shows the computed
celerities as a function of distance for the training set and for the detections that were
misclassified in the test set. Here, each event is plotted, which was misclassified either by
the random forest or the SVM model. The high variability below 50 km is due to the errors
in the event location. The gap around 140 km is caused by the geometrical shadow zone,
from which we only have few detections. Based on the figure, we did not find connection
between misclassification and celerities (thus different phases). Previously, we did not find
a relation between the distance and the misclassification either. Based on the foregoing, it
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would be an exaggeration to say that classification is not affected by propagation, but we
can say that we have not seen any evidence of it in the local range we examined. Future
studies might benefit from features that describe the state of the atmosphere, but such
features are indeed difficult to construct for ML.

Figure 9. Distribution of misclassified quarry blasts in the test set as a function of distance measured
from PSZI. The upper row (a,b) contains the results of the random forest classifiers and the lower one
(c,d) those of SVM. The left column (a,c) represents the case, when the three features that measure the
similarity between detections were excluded (resulting in 11-element-long feature vectors) and the
right column (b,d) represents the results with them (resulting in 14-element-long feature vectors).

To be consistent with other studies, we calculated the accuracies (number of correctly
classified events divided by the number of all events in the test set), which are 90% and
93% for the random forest models and 91% for the two SVM models, whereas the studies
mentioned in the introduction reached accuracies between 55% and 100%. Note that our ac-
curacy values may be affected by the imbalanced sets of events in our dataset. Additionally,
note that previous studies used datasets containing 100–1000 events in total. The results on
our 1–2 magnitude larger dataset, containing approximately 14,000 detections from three
categories in total, imply that ML techniques are powerful at automatic infrasound event
discrimination.
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Figure 10. Scatter plot of the celerities as a function of distance measured from PSZI for the quarry
blast detections. Detections from the training set are colored by blue, misclassified detections in the
test set are orange.

Finally, it should be noted that during the dimension reduction, when median values
were taken from the features that are calculated in each frame, information loss may have
occurred. Thus, a better approach would be to use spectrograms (as applied by Albert and
Linville [18] ), and make an automatic feature extraction, e.g., using a CNN. Although deep
learning methods require bigger databases, this is our future goal. We plan to add more
classes and increase the size of the classes as well. The use of increasingly larger datasets
for ML-based infrasound event classification should be necessary for future studies.

5. Conclusions

In this paper, we trained, validated and tested SVM and random forest machine
learning models using features extracted from infrasound waveforms and PMCC detections.
The dataset contained nearly 14,000 manually categorized infrasound detections from three
different sources, such as quarry blasts, storms and signals from the Mátra Power Plant.
The performance of the classifiers was measured using the f 1 metric; also, the ROC curves
and confusion matrices were analyzed. Training was performed, including and excluding
three features that measure the similarity between the detections, resulting in 11- and
14-element-long feature vectors, respectively, to retrieve their importance. In the former
case, both classifiers carried out an f 1 score of 0.88. In the latter case, random forest reached
0.92 and SVM achieved 0.93 f 1 scores. Our results show that both the SVM and random
forest models are applicable for infrasound signal classification.

To describe the physical properties of the signals, we used time and frequency domain
features recommended by previous studies. Based on the permutation feature impor-
tances, the SNR, spectral rolloff median and spectral centroid median performed worst,
while PSE, RMS energy and spectral band energy ratio median were the best performers.
We introduced new, PMCC-derived features in order to measure the similarity between
detections. We found that two of these features, the detection number in box and the
azimuth standard deviation in box, are highly efficient for event monitoring and discrimi-
nation at a single infrasound station. The hour of the day proved to be a powerful feature
in the discrimination.
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We analyzed the misclassified detections from quarry blasts as a function of celerity
and distance, as these are propagation-related features. It cannot be claimed that classifica-
tion is not affected by propagation, but we did not find a clear correlation between these two
propagation features and misclassification in the local range we examined. Future studies
might benefit from constructing features that are related to the state of the atmosphere.

The use of a dataset that is at least one magnitude larger than those used in previous
studies showed promising results in the field of automatic, ML-based infrasound event
classification. However, the compilation and application of even larger datasets which not
only contain more detections in each class but have a larger variety of different types of
events are required for future studies.

Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/rs15061657/s1, supplementary file: Detectionlist. The supple-
mentary file contains the information (e.g., time, frequency range, azimuth, trace velocity, number of
pixels) for the labeled PMCC detections. For the quarry blast events also the event name from the
Hungarian Seismo-acoustic bulletins is given.
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