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Abstract: Recent advancements in laser scanning technology have demonstrated great potential
for the precise characterization of forests. However, a major challenge in utilizing metrics derived
from lidar data for the forest attribute prediction is the high degree of correlation between these
metrics, leading to multicollinearity issues when developing multivariate linear regression models.
To address this challenge, this study compared the performance of four different modeling methods
for predicting various forest attributes using aerial lidar data: (1) Least Squares Regression (LSR),
(2) Adaptive Least Absolute Shrinkage and Selection Operator (ALASSO), (3) Random Forest (RF),
and (4) Generalized Additive Modeling Selection (GAMSEL). The study used three primary plot-level
forest attributes (volume, basal area, and dominant height) as response variables and thirty-nine
plot-level lidar metrics as explanatory variables. A k-fold cross-validation approach was used, with
consistent folds to assess the performance of each method. Our results revealed that no single method
demonstrated a significant advantage over the others. Nonetheless, the highest R2 values of 0.88,
0.83, and 0.87 for volume, basal area, and dominant height, respectively, were achieved using the
ALASSO method. This method was also found to be less biased, followed by GAMSEL and LSR.

Keywords: forest attributes; least squares regression; adaptive least absolute shrinkage and selection
operator; random forest; generalized additive modeling selection; eucalyptus plantation

1. Introduction

Forest investment planning requires accurate inventories describing a given stand’s
size and product distribution. To achieve this, attributes such as breast height diameter
(DBH), tree heights, merchantability, and volume of standing trees are regularly sampled
to describe the value of a given stand. However, traditional methods of field-based inven-
tories are often time-consuming and expensive due to the cost of establishing adequate
samples capturing the existing variability [1–3]. Moreover, the variables collected through
field-based inventories are limited within the instrumental range and accessibility of a
field crew, and their credibility highly depends on the quality and quantity of the field
samples [4]. Furthermore, studies demanding more comprehensive variables, such as
biomass or tree taper studies, require the destructive sampling of a subsequent number of
trees. The feasibility of such sampling is extremely limited by capital, organization, labor,
and protected areas [5,6]. Therefore, over the last two decades, researchers have focused on
improving the use of remotely sensed information as auxiliary variables in forest invento-
ries. The advent of inexpensive multispectral satellite data [7] or the use of hyperspectral
imagining, radar, and laser scanning has opened the door to new developments [8–10], not
only allowing fast and repetitive data collection over a large spatial area but also allowing
for a reduction in the inventory cost.

Airborne laser scanning (ALS) is a type of active remote sensing system with its own
source of electromagnetic energy that has revolutionized remote sensing technology over
the last three decades [11,12]. The major highlight of this revolution is its capability to
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measure the three-dimensional structure of imaged areas directly and to extract bio-spatial
data, such as aboveground vegetation-related data, from geospatial information, such
as the terrain surface, using laser pulses [13]. In ALS, a laser scanner is attached to the
aerial platform, such as crewed or uncrewed aircraft, which distributes the transmitted
pulses across the flight direction, measuring the 3D position of points at the surface with
an accuracy of a few decimeters in vegetation canopies [14]. Lidar (Light Detecting and
Ranging) is one of the ALS systems that presents a remarkable performance by offering a
high density of points, intensity measurements for the returning signal, multiple echoes per
laser pulse, and centimeter accuracy for horizontal and vertical positioning [15]. Because of
such features, a lidar is a valuable tool for forest characterization and monitoring across the
landscape [11,15–18].

Two approaches commonly used for forest attribute estimation using three-dimensional
lidar point clouds are the Individual tree-based approach [19,20] and the area-based ap-
proach [21,22]. Individual tree-based approaches are applied when single-tree level at-
tributes are required, and high-density lidar data is available. For single-tree level attribute
extraction, several automated and semi-automated algorithms, such as the local maximum-
based methods [23,24], local curvature methods [25], the watershed methods [26,27], and
many other methods have been proposed and applied by several researchers in past few
years. However, these algorithms are difficult to implement due to the generation of
omission and inclusion errors when individualizing trees [28,29]. Moreover, joining and
overlapping tree crowns can be problematic when identifying individual trees [30]. There-
fore, applying an individual tree-based approach in complex stands such as uneven-aged
natural forests and plantations with high stem density is difficult. Area-based approaches
(ABA) is another method that is more commonly used in diverse forest biomes for forest
attribute estimation and mapping [31–33]. In this approach, various plots or grids, level
metrics such as mean height, dominant height, the density of 3D point clouds in different
height percentiles, skewness, kurtosis, canopy cover, etc., are generated using the echo
heights (backscattering of laser beam towards the sensor each time the laser beam is totally
or partially intercepted by an object) and intensities (the strength of the laser beam that
returned to the sensor) of lidar point cloud data [18]. Those metrics extracted from point
cloud data are then compared with the plot-level data to estimate stand level attributes.

However, some serious challenges exist in estimating stand-level attributes using lidar
metrics. Among the major challenges are the high data dimensionality and redundancy
in some of them [34]. For instance, Shi et al. (2018) evaluated the correlation among
37 frequently used lidar metrics. Their result indicated that about 60 percent of lidar
metrics correlate above 70 percent to each other [35]. Thus, such high dimensional and
highly correlating metrics obtained from 3D lidar data require a robust statistical modeling
approach to obtain meaningful information and accurate inventory parameter estima-
tion. To produce reliable models relating ground attributes with lidar metrics, several
studies have proposed various parametric, semiparametric, and nonparametric modeling
methods, such as the Ordinary Least Squares (OLS) regression [7,17,36], nonlinear least
squares regression [37], randomforest (RF)-based imputation [35,38,39], Geographically
Weighted Regression (GWR) [40,41] Artificial Neural Networks (ANN) [42], Support Vector
Regression (SVR) [43], and others.

The linear regression model (LM) is one of the most used regression methods for
modeling remote sensing data with field-measured data. The key advantage of using this
method is the simplicity and easy interoperability of the resulting model. However, when
applying this method to develop a model predicting forest attributes using lidar-derived
metrics, multicollinearity between different metrics is one of the major problems limiting
its applicability. Multicollinearity, also called collinearity, refers to a phenomenon in which
explanatory variables in a multiple regression model are highly linearly related. This
implies that two or more variables provide the same information in more than one way [44].
Moreover, traditional linear model-fitting methods, such as the Ordinary Least Squares
(OLS) regression, require a large sample size, which also increases the regression variances
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in the case of multicollinearity. Such substantial variances of regression coefficients make it
challenging to test the hypothesis concerning the effects of the predictors [45].

To overcome the issue of multicollinearity and the high dimension of predictor vari-
ables, nonparametric machine learning techniques, such as the Support Vector Regression
(SVR), Random Forest (RF), k-nearest neighbor imputation (kNN), etc., have been intro-
duced as alternatives to the traditional regression analysis. For example, Shi et al. (2018)
used the random forest to classify tree species using lidar metrics and demonstrated its
usefulness for highly correlated variables [35]. Furthermore, Pascual et al. (2019) applied a
kNN imputation based on a random forest approach to estimate the forest attributes [46].
However, the usual pitfall of the random forest method is that the models are complex,
not easily interpretable, and tend to overfit, given the large number of predictors used [47].
Moreover, some research found a higher bias with random forests while predicting out of
the range covered by the training data. [46,47].

Another approach to deal with multicollinearity is using semi-parametric methods
such as the adaptive least absolute shrinkage and selection operator (ALASSO) regu-
larization in a regression analysis [48,49] and Generalized Additive Modeling Selection
(GAMSEL) [50]. Unlike OLS, these regression methods can accommodate nonlinear re-
lations and have more flexibility in terms of statistical assumptions. Moreover, they are
known for their variable selection and regularization ability and for enhancing a model’s
prediction accuracy and interpretability, especially for high-dimension data [50,51]. In the
case of selecting variables to predict forest attributes with highly correlated lidar metrics,
such ability can help select the most suitable predictors to develop a robust model. How-
ever, the applicability of these semi-parametric methods has not been explicitly explored
for the forest attribute estimation utilizing lidar data.

This research aims at developing equations to estimate forest attributes using two dif-
ferent modeling approaches—parametric and nonparametric regression for forest attribute
prediction using lidar metrics. We evaluated four modeling methods: (1) Least squares
regression (LSR), (2) adaptive least absolute shrinkage and selection operator (ALASSO),
(3) random forest (RF), and (4) Generalized Additive Modeling Selection (GAMSEL). The
last three methods aim to directly address the multicollinearity problem in ABA method-
ology while providing flexible model forms that might improve the relationship between
lidar metrics and ground information.

2. Materials and Methods
2.1. Study Site

This study uses the data from an intensively managed Eucalyptus globulus plantation
administrated by Manulife Investment Management in the Bio Bio region of central Chile
(37◦21′S; 73◦20′W). Plantation ages range from 6 to 12 years. The area lies in a sub-humid
and temperate climatic region with a maritime influence and four dry months per year.
The temperature varies between 5.0 and 22.8 ◦C, with an average of 12.6 ◦C, and the
mean annual rainfall is up to 1376 mm [52]. The predominant topography is hilly, with an
elevation range of 80 m to 740 m. Soils in the plantation areas are deep marine sediments
with loamy red clays on the surface and dark red clays in-depth, classified as Merilupo [53].
The soils are well structured, favoring deep root growth development and better soil water
holding capacity. Figure 1 shows the study area and the distribution of inventory plots.
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Figure 1. Study area and plots’ location in the Bio Bio region, central Chile.

2.2. Field Data Collection

The field crew collected inventory data from April 12th to the 21st of 2021. Ninety
circular plots of 400 m2 were established inside 69 lidar data acquisition square sites. The
center of each circular plot was positioned using a global navigation satellite system. In
each plot, the diameter of all trees greater than 15 cm at the breast height was measured
using a diameter caliper, and the heights of ten dominating trees were measured with
the Vertex. The latter information was used to develop a regression between height and
diameter, to estimate all unmeasured heights from the plot using a linearized Schumacher
type of Equation.

This study is focused on predicting three major variables needed for forest charac-
terization: dominant height, basal area, and volume. Dominant height generally refers
to the average height of the tallest trees in a forest. It is frequently used as a metric to
assess a forest ecosystem’s general composition and vitality, with taller trees serving as an
indicator of a more advanced and developed forest structure [54]. Similarly, the basal area
measures the cumulative cross-sectional area of all tree stems at a given height, typically at
breast height. It is a widely utilized variable in forestry and ecological management for
characterizing the structural attributes of a forest stand. Likewise, tree volume is another
important metric in forest ecology and management, which refers to the total volume of a
tree stem, including the trunk and branches. It provides information on determining the
wood quality, amount of biomass stored, harvest estimation, and various others that are
essential for forest management and monitoring.

This study calculated the plot level dominant height as the average height from the
100 largest trees per hectare (the ones with the largest diameter) [54]. Basal area (BA) and
volume were calculated by summing the individual tree data at the plot level and used as
the response variable for this study. Equations of calculating the plot BA and volume are
shown in Equations (1) and (2).
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Basal area was calculated using Equation (1),

BA =
n

∑
i=1

(
(π × (DBHi)

2

4× 10, 000

)
(1)

where DBH is the breast height diameter (1.37 m from the ground) and 10,000 is a conversion
factor that converts cm to square meters.

The merchantable volume per plot was calculated using the volume equation shown
in Equation (2) up to a utilization index of 6 cm. Manulife Investment Management derived
the equation from a sample of randomly selected eucalyptus trees between the ages of 5
and 12 years.

Volume = β0 × TPHβ1 × BAβ2 × HDomβ3 × Age−β4 (2)

where TPH is the number of trees per hectare, BA is a basal area, HDom is the dominant
height of the plot, and Age is the Age of the stand. β0, β1, β2, β3, and β4 (β0 = 0.39239906,
β1 = 0.04033281, β2 = 0.84491105, β3 = 0.85388192, and β4 = −0.18976973) are eucalyptus
plantation specific parameters.

2.3. Lidar Data

This study used laser scanning data covering the study area collected by Manulife
Investment Management group on 5 April 2021. The airborne laser scanner used was a
discrete lidar sensor with a field of view of 40 degrees, and the flight altitude was 900 m.
The average pulse density (the average number of pulses returned from the surface) was
43.6 points/m2 for the study area. Further specifications of the scanner are summarized
in Table 1. For this study, we used 63 tiles distributed between the 37◦32′12.32′′S and
37◦58′39.32′′S latitude and between the 73◦38′55.22′′W and 73◦06′23.08′′W longitude.

Table 1. Technical specification for the airborne laser scanning sensor and data.

Parameters Descriptions

Flight date 5th April 2021
Altitude (m) above ground level 900

Scan angle (degrees) 20 degrees
Pulse density per m2 43.6

Laser wavelength 1550 nm

2.4. Individual Tree Detection

While the primary focus of this study is to determine plot-level attributes, we also
briefly examine the estimation of individual tree-level attributes, as it has been challenging
in eucalyptus plantation forests in this region due to the intricate crown structure [55]. For
individual tree detection, the first step of the data pre-processing, which involves noise
filtering and normalization, was conducted by Manulife Investment Management Group.
Then, we used the lidR package [56] in the R environment [57] for further processing. In
order to identify individual trees using height-normalized lidar data, we first generated
a 0.5 m resolution Canopy Height Model (CHM) using the ‘pitfree’ algorithm in the lidR
package [58]. Subsequently, we utilized the CHM to apply a tree segmentation algorithm
for individual tree detection, employing a local maxima-based algorithm [15]. Finally, we
used a circular moving window with a fixed tree window size of 3 m × 3 m. Next, we
applied this function to all sixty-three lidar tiles to calculate the number of trees in each
plot for window sizes. The estimated number of trees was then added to the explanatory
variable list for the tree density estimation.

2.5. Lidar Metrics Generation

Many studies have demonstrated that forest attributes such as the basal area, stand
volume, and dominant height have a significant relationship with lidar height percentiles



Remote Sens. 2023, 15, 1284 6 of 23

and density metrics [16,56,57]. Therefore, our explanatory variables in this study were lidar
height percentiles and density metrics.

To generate the lidar height percentiles and density metrics listed in Table 2, we
first clipped the normalized point cloud by the shape files defining the perimeter of the
plots measured in the field. After that, 39 metrics were calculated at each plot level using
elevation and pulse return values. A detailed description of those 39 metrics is presented
in Table 2. Similarly, the summary statistics of all lidar metrics are described in Table 3.

Table 2. Description of plot-level metrics derived from lidar data.

Abbreviations Description

Hmax, Hmean, Hmode, and Hmed Maximum, Mean, Mode, and median values of the echo heights within a plot

Hstd, Hvar, Hcv, Hkur, and Hske Standard deviation, variance, coefficient of variation, kurtosis, and skewness of the
echo heights within a plot

H01, H05, H10, H15, H20, H25, H30, H35, H40, H45, H50,
H55, H60, H65, H70, H75, H80, H90, H95, and H99

Echo height distribution percentiles (1st, 5th, 10th, . . . . . . , 90th, 95th, 100th)
within a plot.

CRR Canopy relief ratio = (height mean − height minimum)/(height maximum −
height minimum)

P1minht, P1mean, and P1mode Percentage of first returns above minimum height, mean, and mode
P_all_minht, P_all_mean, and P_all_mode Percentage of all returns above minimum height, mean, and mode

R_1st (All returns above 0.5 m/total first returns) ×100
R_all_mean (All returns above mean/total first returns) × 100
R_all_mode (All returns above mode/total first returns) × 100

Table 3. Summary statistics of thirty-nine lidar metrics.

Lidar metrics Minimum Maximum Mean SD

Hmax 12.57 32.51 21.15 3.96
Hmean 4.24 15.93 10.15 2.51
Hmode 0.51 25.55 6.87 6.08
Hmed 2.62 17.99 10.70 3.44
Hstd 3.11 9.14 5.42 1.25
Hvar 9.66 83.61 30.95 14.74
Hcv 35.69 86.81 55.09 12.53

Hkur 1.45 3.27 1.99 0.36
Hske −1.00 1.20 −0.21 0.41
H01 0.53 1.37 0.77 0.19
H05 0.71 2.82 1.44 0.48
H10 0.94 5.17 2.34 1.04
H15 1.15 7.07 3.32 1.59
H20 1.28 9.62 4.39 2.12
H25 1.45 12.17 5.53 2.60
H30 1.70 13.90 6.66 2.96
H35 2.11 14.82 7.74 3.23
H40 2.35 15.52 8.76 3.42
H45 2.48 16.95 9.73 3.49
H50 2.62 17.99 10.70 3.44
H55 2.80 18.74 11.62 3.36
H60 3.04 19.81 12.46 3.31
H65 3.72 21.35 13.27 3.28
H70 4.84 22.76 14.02 3.25
H75 6.41 24.09 14.73 3.25
H80 8.77 26.05 16.11 3.34
H90 10.07 27.31 16.88 3.43
H95 10.92 28.68 17.87 3.56
H99 11.80 30.33 19.37 3.76
CRR 0.25 0.62 0.47 0.08

P1minht 37.95 96.87 73.01 14.57
P_all_minht 31.01 92.68 59.21 13.81

R_1st 40.07 162.79 91.61 25.97
P1mean 21.86 74.60 45.94 12.07
P1mode 8.39 92.85 52.58 22.17

P_all_mean 17.21 48.79 31.79 7.36
P_all_mode 0.48 79.14 39.69 19.69
R_all_mean 22.23 96.95 49.31 14.60
P_all_mode 0.68 147.66 60.85 31.51
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2.6. Modeling Methods

In this study, we tested four modeling approaches (two parametric and two non-
parametric) to predict ground-based variables. Two parametric methods are: The Ordinary
Least Square (OLS), which provides us with a benchmark with respect to other common
studies, and the adaptive least absolute shrinkage and selection operator (ALASSO), which
is known to allow for a variable selection and to solve multicollinearity issues, at the
expense of a small bias in the final prediction. Moreover, there are two non-parametric
methods: The random forest regression (RF) and Generalized Additive Modeling Selection
(GAMSEL). The former deals with collinearity by building decision trees with different sets
of predictors and averaging them, and the later combines a series of basis functions with a
penalization term (similar to ALASSO) to overcome multicollinearity. Each method was
used to predict the basal area, dominant height, and merchantable volume using the lidar
metrics described in Table 1. Details of each modeling approach are briefly introduced in
the sections below.

2.6.1. Ordinary Least Squares Regression

Ordinary Least Squares (OLS) regression is a traditional data modeling approach,
and is well-established for its simplicity and easy-making inferences with good predictive
performances. The OLS fitting was performed using field-measured plot attributes as
the response variable and lidar metrics as explanatory variables. To avoid a bias due to
the multicollinearity between linear predictors, we used a subset regression approach
to eliminate the high correlation between the explanatory variables to avoid a bias due
to the multicollinearity between linear predictors. This approach identifies the subset of
lidar-derived variables that best predicts the response variable using an efficient branch-and-
bound algorithm implemented in the ‘leaps’ package in R to run the all-subset regression.

To identify the best models from the all-subset regression, we considered using the
adjusted R-square (adj. R2), Mallow’s CP (CP), and Bayesian Information Criterion (BIC)
because of their capability to address the overfitting issue. Model selection statistics such as
the coefficient of determination (R2), which in modeling is the measure for goodness-of-fit
based on the proportion of explained variance, becomes higher, and the residual sum of
squares (RSS) becomes smaller when the model variables increase [58]. Thus, the model,
including all variables, always results in the best selection statistics. The adjusted R2 deals
with this problem by adjusting the value of R2 by considering the impact of additional
independent variables in the model. Similarly, Cp statistics address the limitation of R2 by
adding a penalty to the training RSS to adjust the number of predictors in the model [59].
For a least square model with a fixed number of predictors, the Cp is computed using
Equation (3).

Cp =
1
n

(
RSS + 2dσ̂2

)
(3)

where σ̂2 represents the estimated variance, n is the number of observations, d is the
number of predictors, and the term 2dσ̂2 is a penalty term that increases as the number of
predictors in the model increases. Likewise, BIC is derived from a Bayesian point of view,
and similar to Cp, we selected the model with the lowest BIC value. For a least squares
model containing d predictors, the BIC is computed using Equation (4).

BIC =
1
σ̂2

(
RSS + log(n)dσ̂2

)
(4)

Despite this method, variables selected by all subset regressions can also have a high
correlation. Therefore, once several “best” models were identified based on adj R2, CP, and
BIC, the variance inflation factor (VIF) and conditional indices (CI) were used to examine
whether the variables were highly correlated. In a model, VIF and CI reflect the magnitude
of the correlations between the independent variables. Thus, the larger values for these
indices indicate a higher multicollinearity. According to Belsley, Kuh, and Welsch (1980),
condition indices around 10 suggest weak correlations, while between 30 and 100 indicate



Remote Sens. 2023, 15, 1284 8 of 23

moderate to strong correlations. If the condition index exceeds 100, it signifies serious
multicollinearity issues [60]. Likewise, a VIF of above ten indicates the occurrence of
multicollinearity among the predictor variables [44,61,62]. Hence, in this study, models
that included explanatory variables with a VIF > 10 and CI > 30 were discarded from the
final model.

2.6.2. Adaptive Least Absolute Shrinkage and Selection Operator Regression

The least absolute shrinkage and selection operator (LASSO) is a method of regression
that has been gaining popularity in recent years, specifically in the statistical and machine
learning field, due to its ability to handle high dimensional data sets [63]. This type
of regression adds a penalization term to the loss function that shrinks the regression
coefficients toward zero [49]. This is conducted by forcing the sum of the absolute value
of the regression coefficients to be less than a fixed value (λ). After shrinkage, variables
with a regression coefficient of zero are excluded from the model and, thus, constrain the
complexity of the model [64].

Penalized regression methods attempt to achieve two fundamental goals of regression,
predicting accurately and selecting the relevant variables simultaneously [65]. The major
advantage of LASSO over conventional variable selection methods is that it performs
a continuous variable selection and is more computationally feasible for larger datasets
such as the variables used in this study. The lasso regression loss function can be defined
as follows:

Y = β0 + λ1 × β1 × x1 + λ2 × β2 × x2 . . . . . . . . . . . . . . . λn × βn × xn (5)

where Y are dependent variables, and in our case, ground measured values for dominant
height, basal area, and volume. Similarly, x1, x2, . . . xn are the independent variable, which
in our case will be lidar metrics, β0, β1,β2 . . . . . .βn are the regression coefficient for the
independent variables. λ is the lasso shrinkage parameter that can shrink coefficients
to zero.

This method needs a grid search method to find the best regularization parameters.
Moreover, no proper regularization parameter allows this method to exploit the oracle
properties defined by Fan and Li [66]. In the linear regression, an estimator that identifies
the correct subset of actual variables and has an optimal estimation rate is known as the
oracle properties. Thus, the adaptive lasso, which has oracle properties, was proposed as
an alternative to improve the variable selection properties of the lasso [67]. It has the same
advantages as the lasso; additionally, it avoids overfitting and penalizing large coefficients.

In linear regression, the lasso seeks to minimize:
Residual sum of square + λ× (sum of the absolute value of the magnitude of coefficients)

n

∑
i=1

(yi − β0−
p

∑
j=1

β jxij)
2 + λ

p

∑
j=1
|β j| = RSS + λ

p

∑
j=1
|β j| (6)

where λ indicates the shrinkage amount and is chosen through a 10-fold cross-validation,
βj is the estimated coefficients. When λ = 0, it implies that all features are included and,
thus, equivalent to the linear regression.

Likewise, the adaptive lasso seeks to minimize the following:

RSS + λ
p

∑
j=1

ŵj|β j| (7)

where ŵj is an adaptive weights vector parameter in the Equation. This weight vector
performs different regularizations for each coefficient.

We used the k-fold cross-validation approach for this study to choose the best λ value.
For this approach, we first randomly divided the dataset into ten sub-samples of equal
size. After that, nine sub-samples were used to develop a prediction, and the remaining
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sub-sample validated the model. This procedure was performed ten times, with each of
the ten sub-samples being used for validation and the others for model development. The
result is produced by combining the ten different validation results for a range of λ values
and choosing the preferred λ, which is then used to determine the final model. We used the
“glmnet” package in R to perform the adaptive lasso regression for this study.

2.6.3. Random Forest

The RF algorithm is a nonparametric ensemble learning method for classification or
regression based on several decision trees, which was developed by Breiman (2001). This
method has several advantages with respect to the linear regression when the best lidar
metrics selections are the ultimate goal: e.g., (1) Variable deletion is not required since it can
handle a large number of input variables; (2) it estimates the variables that are important
in the classification, measured as the mean decrease accuracy; (3) the generated forests
can be saved for future use on other data; and (4) it reduces overfitting and is, therefore,
more accurate compared to the boosted regression-based methods that are trained on the
same data [68]. The regression was carried out using the ‘random forest’ [69] package in R.
The accuracy of the RF-based method also depends on tuning parameters, such as ‘Ntree’
(i.e., number of trees grown) and ‘mtry’ (i.e., number of predictors sampled for splitting
at each node); thus, their values have to be optimized carefully. Parameter values with
complex rules tend to overfit the training data; as a result, a model performs very well
for the training data but may yield the worst prediction for the independent data [70].
In the case of RF, the Out-of-Bag (OOB) observation method is widely used for selecting
suboptimal parameter values to avoid the model overfitting. For this study, we used the
‘tuneRF’ function in random forest packages, which search for an optimal value for the
parameters based on the OOB error estimation method.

2.6.4. Generalized Additive Modeling Selection (GAMSEL)

GAM (Generalized Additive Model) is a nonparametric extension of linear regression
models which splits the regression lines into multiple segments and then applies local
smoothing functions to track the non-linearity in the relationships between the dependent
and independent variables [71]. In this study, we used an extension of GAMs called the
Generalized Additive Modeling Selection (GAMSEL), a penalized likelihood method for
fitting sparse generalized additive models, specifically for data with high dimensions. By
allowing the effect of each variable to be estimated as either a linear, low-complexity curve
or a zero as determined by the data, this method interpolates between null, linear, and
additive models [50]. We used the ‘gamsel’ package in the R [72], where we first fitted the
GAM model with all independent variables. After that, similarly to the ALASSO model, we
applied a k-fold cross-validation with ten folds to find the best value for the penalization
term, which is then used to fit the final model.

2.7. Model Validation

The k- fold cross-validation method was used to assess the accuracy of the four
modeling approaches evaluated in this study. This approach involves a random division of
the observations set into k groups, or folds, of equal size. Then, the first fold was used as a
validation set, and the model was fitted on the remaining k-1 folds [59].

To do this, we first divided the datasets into nine folds (9 plots in one-fold). Then,
the first fold was used as a validation set, and the model was fitted on the remaining
eight folds. This procedure was repeated nine times with different subsets for validation.
Finally, the model was used to predict the data on the first fold. An illustration of the k-fold
cross-validation is shown in Figure 2.
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subsets; from there, eight are used for training and one for validation. This process is repeated nine
times with different subsets for validation.

3. Results
3.1. Summary Statistics and Variable Relationship

In the field-measured 90 plots, the highest plot dominant height measured was 35.23 m,
and the lowest was 12.63 m. Likewise, the timber volume varied between 26 m3/ha to
363 m3/ha and BA between 6.21 m2/ha and 36.79 m2/ha. A more detailed statistical
summary of field-measured attributes is shown in Table 4.

Table 4. Summary statistics of forest attributes from ground measurement.

Response Minimum Maximum Median Mean SD

Basal area (m2/ha) 6.25 36.75 19.5 19.25 7
Dominant height (m) 12.67 35.23 19.48 20.49 4.11

Volume (m3/ha) 29.75 363 139.25 130.5 63.25
Tree density (trees/ha) 750 1925 1375 1354.4 10

Figure 3 shows Pearson’s correlation coefficients between each response variable
and the highly correlated four corresponding lidar metrics. This shows that the 75th and
80th percentiles, representing the middle and upper canopy of a stand, strongly correlate
with the BA and the volume. Furthermore, the 90th and 95th percentiles had the highest
correlation coefficient of 0.93 with the dominant height. Besides these four variables shown
in Figure 3, all other response variables also demonstrate moderate to high correlations
with the response variables.
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3.2. Least Squares Regression Model

After the iterative variable selection process using the least squares regression, the
final model retained only two predictors that satisfied the multicollinearity test, i.e., VIF
and CI. In the final model for the volume and basal area, the 75th percentile of the echo
height and the percentage of the first return above the mean echo height were the two
variables retained (Equations (8) and (9)). For both equations, the 75th percentile had the
most significant coefficient, indicating its higher relative importance for predicting both the
volume and basal area.

Volume = −5.271 + 0.5176p75 + 0.0612rp1 (8)

BA = −0.414 + 0.0486p75 + 0.0103rp1 (9)

where p75 is the 75th percentile of echo height, and rp1 is the percentage of the first returns
above the mean.

Likewise, for the dominant height, as shown in Equation (10), the 90th and 40th
percentiles of the echo height are the two variables that are held in the model while keeping
the collinearity indices within the acceptable range. Details of VIF and CI values for each
selected variable are presented in Table 5.

Dom. height = 1.466 + 1.196p90 + 0.132p10 (10)

where p90 is the 90th percentile of the echo height, and x2 is the 40th percentile of the
echo height.

Table 5. The collinearity index value for all variables selected in the LS model for volume, basal area,
and dominant height.

Volume Basal Area Dominant Height

p75 (H75) rp1 (P1mean) p75 (H75) rp1 (P1mean) p90 (H90) p10 (H40)

VIF 1.78 1.78 1.83 1.83 1.6 1.6
CI 9.46 13.26 9.41 13.32 6.36 13.58

3.3. Random Forest

In RF-based models, height percentile variables were the most important for all three
response variables. As shown in Figure 4, the 90th, 75th, and 80th percentiles of the echo
height were the most significant variables for estimating the volume. Similarly, all echo
height metrics that describe the upper canopy level, namely the 95th, 80th, 90th, and
99th percentiles, were the most important variables for the dominant height estimation
model. Finally, in the basal area model, the mid-canopy echo heights, i.e., the 60th and 65th
percentiles of height, and the variable “percentage of first return above mean” are the most
important metrics. A summary of all important variables is shown in Figure 4.
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3.4. ALASSO Regression Model

The ALASSO method retained nine, eight, and eight variables on the final model for
volume, basal area, and dominant height, respectively. The 1st percentile of the echo height
and the first return ratio over the mean appeared in all three models; likewise, the 75th
percentile, 85th percentile of echo height, and percentage of the first return above minimum
height, as well as above the mean, were other selected variables in the model. For volume
prediction, the 1st percentile of the echo height was the most significant variable, with a
coefficient of 1.122, followed by the 80th percentile height, with a coefficient of 0.25. The
canopy relief ratio was the most crucial variable in the basal area model, followed by the 1st
percentile of the echo height with a coefficient of 0.549 and 0.08, respectively. Likewise, the
1st percentile of the echo height with a coefficient of 0.69 has the highest impact, followed
by the 90th percentile with a coefficient of 0.58 on the dominant height model. A list of
all the variables and their coefficients selected for volume, BA, and the dominant height
model with ALASSO is shown in Table 6.

Table 6. List of variables and their coefficients selected for volume, BA, and dominant height model
by adaptive lasso regression method.

Coefficient
Volume BA Dom. Height

Intercept (β0) −5.701 −0.731 1.572
Height maximum 0.069

Height standard deviation 0.137
Height variation 0.031
Height skewness 0.385

Height 01st percentile 1.122 0.075 0.684
Height 10th percentile 0.021
Height 20th percentile 0.032
Height 75th percentile 0.087 0.002
Height 80th percentile 0.251 0.036
Height 90th percentile 0.578
Height 99th percentile 0.275

Canopy relief ratio 0.549
Percentage of first returns above the min height 0.003 0.002
(All returns above 0.5 m/total first returns) * 100 0.002

The percentage of first returns above mean 0.034 0.003 0.014
The percentage of first returns above mean 0.028 0.009
The percentage of all returns above mean 0.014

Total no. of variables 9 8 8
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3.5. Generalized Additive Modeling Selection

Using the GAMSEL method, we obtained eleven variables for the basal area (BA)
model, nine for the volume model, and five for the dominant height model. A common
variable in all three models was the ‘first return percentage above the mean’, which reflects
the canopy cover and structure in the stand. It was also one of the highly significant
variables for the volume and basal area, as shown in Figures 5 and 6. In a similar manner,
the basal area and volume, height means, height kurtosis, first percentile, 25th percentile,
80th percentile, and all returns above the mean and first return ratio were the repeating
variables. Moreover, for volume, besides the first return percentage above the mean, the
80th and 25th percentile were the other key variables in the model representing the upper
and lower canopy, respectively. Likewise, for the basal area and echo height means, all
return percentages above the mean and 75th percentile were the key variables in addition
to the first return percentage above the mean, 80th, and 25th percentile.
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As described earlier, one significant benefit of the GAM model is that it can incorporate
a non-linear relationship between the response and predictor variable. Hence, in our final
GAMSEL model, all variables retained had a non-linear relationship with respect to the
response variable. The detailed relation between all selected variables (with nonzero
coefficients) for basal area, volume, and dominant height models with the function of the
last lambda value is shown in Figures 5–7, respectively.
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3.6. Model Comparison Summary

In this comparison, for volume, the highest R2 of 0.88 was achieved with ALASSO
and GAMSEL, and ALASSO yielded the lowest RMSE of 0.781 m3/plot. Likewise, the
highest R2 of 0.83 and the lowest RMSE of 0.109 for the basal area were achieved with the
ALASSO method. In the dominant height case, ALASSO and GAMSEL yielded the highest
R2 of 0.87. The least RMSE of 1.353 m was achieved using the least squares modeling
method. Consistent with the RMSE, the lowest Mean Square Error (MSE) was attained for
the volume and basal area models using the ALASSO method, followed by the GAMSEL
method. For the dominant height model, the minimum MSE was achieved using the least
squares (LS) method, followed by the ALASSO method. Table 7 summarizes the k-fold
cross-validation results for four modeling methods. Figure 8 shows the residual vs. fitted
plot for the volume, BA, and dominant height for the ALASSO model. Overall, the ALASSO
method demonstrated a better consistency and produced residual plots with fewer biases
compared to the other three methods. A detailed residual vs. fitted plot for the volume,
BA, and dominant height for all four modeling methods is shown in Appendix A.
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Table 7. K-fold cross-validation result summary for all response variables with four different model-
ing methods.

Response Variable Model R2 RMSE MSE

Volume (m3/plot)

LS 0.87 0.807 0.651
ALASSO 0.88 0.781 0.634

RF 0.86 0.846 0.713
GAMSEL 0.88 0.789 0.622

Basal area (m2/plot)

LS 0.8 0.121 0.0145
ALASSO 0.83 0.109 0.0129

RF 0.8 0.122 0.0148
GAMSEL 0.814 0.116 0.0135

Dom. height (m)

LS 0.86 1.353 1.831
ALASSO 0.87 1.359 1.849

RF 0.83 1.487 2.317
GAMSEL 0.87 1.421 2.021
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3.7. Individual Tree Detection

The individual tree detection method performed very poorly, yielding a correlation
of 0.018 when comparing the number of trees detected by the model with the tree density
measured in the field. However, when combining the number of trees estimated with the
segmentation algorithm with the other thirty-nine metrics and applying the least squares
regression, the model accuracy (adjusted R2) increased to 0.15. Likewise, for model accuracy,
the random forest and GAMSEL regression methods achieved 0.18 and 0.178, respectively.
Additionally, when incorporating all 39 lidar metrics and the number of trees estimated by
the algorithm for each plot as explanatory variables in the ALASSO regression method, we
obtained a comparable adjusted R-squared value of 0.18 to that of the other methods.

4. Discussion

In recent decades, several forest-related industries around the globe have adopted laser
scanning as auxiliary information to complement forest inventories. However, the modeling
methods in use for the forest parameter estimation are still not adequately exploiting the
information in the point clouds [73]. In this study, we compared the performance of four
different modeling methods to predict various forest attributes using aerial lidar data.
When comparing those four methods for volume estimation, adaptive lasso performed
better than the other three. Although the overall coefficient of determination (adj. R2) of
0.88 and the lowest RMSE of 19.53 m3/ha was achieved in this study with adaptive lasso
regression, the difference compared to other methods is very nominal, i.e., 19.73 m3/ha,
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20.18 m3/ha, and 21.15 m3/ha with respect to the GAMSEL, LS (least squares), and random
forest, respectively. The RMSE of 19.53 m3/ha is low compared to other studies in similar
forest conditions. A possible reason for this might be lidar data with better point cloud
density (44 points/m2) and a relatively smaller study area than other studies. Leite et al.
(2020) compared a few parametric and nonparametric regression methods for the area-
based volume estimation of a eucalyptus plantation using low-lidar data (5 points/m2)
and concluded the best result of adj. R2 0.83 and RMSE 40.71 m3/ha using the artificial
neural network (ANN) and the lowest of adj. R2 0.79 and RMSE 46.76 m3/ha with the
linear regression method [74]. Likewise, Silva et al. (2016) applied the principal component
approach for predicting the stem volume in eucalyptus plantations using a lidar metric
generated from medium-density (10/points/m2) lidar point clouds. They achieved an adj
R2 of 0.87 and RMSE of 27.60 m3/ha [56].

In this study, the 75th percentile of height was included in all four models as a vital
metric for estimating the volume. After the 75th percentile, the 90th percentile, canopy
relief ratio, and percentage of the first return above the mean are primary metrics predicting
the volume. Consistent with the outcome obtained for the volume model, the optimal
model for the basal area was determined using the adaptive lasso regression method.
The adaptive lasso regression slightly improved the prediction for the basal area with
an overall adj. R2 of 0.83 and RMSE 2.73 m2/ha compared to the adj. R2 of 0.81, 0.80,
and 0.80 and RMSE of 2.90 m2/ha, 3.03 m2/ha, and 3.05 m2/ha with GAMSEL, LS, and
random forest, respectively. Likewise, for the dominant height, both the adaptive lasso and
GAMSEL model achieved the highest adj. R2 of 0.87 followed by LS and random forest
regression methods with an adj. R2 of 0.86 and 0.83, respectively. However, in terms of
better RMSE for dominant height, the least square method resulted in a slightly better
RMSE of 33.83 m/ha, followed by the adaptive lasso, GAMSEL, and the random forest
with an RMSE of 33.98 m/ha, 33.53 m/ha, and 38.82 m/ha, respectively. Other researchers,
such as Brown et al. (2022), compared linear and random forest methods for the basal
area estimation using variables from the low-density lidar and multispectral imageries.
In that study, they achieved a slightly better result with the random forest method (R2 of
0.39 and 0.36, and RMSE of 5.662 m2/ha and 5.731 m2/ha with the random forest and LS,
respectively) but an overall low accuracy compared to our study [57]. In another study by
Li et al. (2022), they proposed a model with a good generalization capability for the basal
area using lidar-derived metrics for eucalyptus plantation forests achieving an R2 of 0.71
and rRMSE of 18.22% [75] using the least square method.

Furthermore, Li et al. (2022) used an exhaustive combination of lidar metrics with
a clear meaning in forest mensuration. They formulated 86 tree type-specific and region-
generalized models and sorted the most meaningful variables for estimating the stand
volume and basal area. In that study, they found the 75th and 95th percentile, the percentage
of the first returns above the minimum height, and the standard height deviation as
important variables for the basal area estimation. Similarly to this is the 95th percentile, first
return ratio above the mean height, and the coefficient of a height variance for the volume
estimation in the eucalyptus forest [75]. The 50th to 75th percentile represents the middle
and upper part of the stand canopy; likewise, the 80th to 99th percentile characterizes
the upper part of the canopy [29,76]. Therefore, including these mid and upper-canopy
percentiles and density metrics representing the crown structure and cover makes the model
more generalizable and significant. This result corresponds with the variables selected in
our models. In our study, the 75th percentile of the echo height and the percentage of the
first returns above the mean are the two significant variables in the LS model for the basal
area and volume. Comparably, the foremost contributing variables in the random forest
model are the height percentiles representing the canopy’s middle and upper parts, and
the minimal contributing variables are below the 40th percentile. Corresponding to the LS
and random forest, the most significant variables in the GAMSEL model are also from the
middle and upper percentiles and density ratio variables representing the canopy structure
and cover. However, the variables included in the adaptive lasso are distinct from the other
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three since the most contributing variable for the basal area is the canopy relief ratio, and
for volume and dominant height, it is the first percentile of echo height. Although these
selected variables are not among the topmost variables in the other three models, they
have similar properties to those selected variables in the other three models. The canopy
relief ratio is the ratio of the mean and maximum value of all echo heights in a given area,
signifying the canopy structure like other density metrics. Similarly, the first percentile
represents the bottom portion of the stem and tends to fluctuate evenly according to the
stem density.

We tested the performance of popular parametric, semiparametric, and nonparametric
modeling methods for the forest attribute estimation. In our test, the semiparametric
models, i.e., the adaptive lasso and GAMSEL, slightly improved the estimates; however,
none performed significantly differently from the others. Kangas et al. (2016), in their study
of the aboveground biomass (AGB) estimation, tested the parametric, semiparametric,
and nonparametric models using real-world and simulated lidar-based variables. In that
comparison, although they achieved a better accuracy with the nonparametric model, i.e.,
local constant kernel, they found it leading to the underestimation of the variance; thus,
they recommended using the semiparametric, i.e., GAM, which they found more consistent
and suitable for the internal model [77]. On the other hand, even though parametric models
such as the least squares regression are a more straightforward method, applications at
a practical scale are scarcer. One primary reason is that when the number of dependent
variables is very high, evaluating each variable to obtain a meaningful model conforming
to all assumptions is not practical [78]. Hence, even though our results demonstrate the
nominal difference in accuracies between the evaluated models, the semiparametric model
seems more fitting to apply in a practical scenario.

In our study, the individual tree detection method failed to estimate the total number
of trees in the plot correctly. One probable reason for such low correlations can be the
small sample plot size of just 400 m2, resulting in the insufficient number of trees to
adjust the error due to the trees in the plot boundary. Moreover, in the field inventory,
a standard GNSS receiver was used to establish the plot center, which might also have
contributed to the low accuracy of ITD. Some studies have suggested that using a higher-
density lidar point cloud will improve the ITD accuracy. However, a study was conducted
in a similar eucalyptus plantation forest by Corte et al. (2022), and applying a similar
ITD approach in high-density lidar data (>1400 pts/m2) did not noticeably contribute to
improving the accuracy (average R2 = 0.24). They mentioned a complex stand structure
and irregular branching forms of the eucalyptus causing omission and commission when
outlining trees, in addition to the error associated with the GPS positioning as the major
limitation [55]. Those mentioned limitations are also the case in our study. In addition, half
of the sample plots are from regrowth forests with complex branching and multiple stems;
it was challenging to delineate the crown of every branch.

5. Conclusions

In our study, the assessment of various methods for forest attribute estimation using
high-dimensional lidar metrics showed no method to be superior to the others in terms
of significant advantage. The ALASSO method, however, demonstrated the highest R2

values of 0.88, 0.83, and 0.87 for the volume, basal area, and dominant height, respectively.
Furthermore, GAMSEL and LSR followed this method regarding the performance and lack
of bias.

In conclusion, this study provides insights into the performance of different modeling
methods for predicting forest attributes using aerial lidar data. In light of this result and the
ease of implementation, we recommend using the ALASSO method for the forest attribute
estimation. However, further research is needed to investigate the generalizability of these
results to other forest types and conditions.
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Figure A2. Each panel shows the residual vs. fitted plot for the basal area with LS, ALASSO, RF, 
and GAMSEL models. R2 and RMSE are the model accuracy before cross-validation, and CV_R2 and 
CV RMSE show the model accuracy result of nine-fold cross-validation. 

Figure A2. Each panel shows the residual vs. fitted plot for the basal area with LS, ALASSO, RF, and
GAMSEL models. R2 and RMSE are the model accuracy before cross-validation, and CV_R2 and CV
RMSE show the model accuracy result of nine-fold cross-validation.
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Figure A3. Each panel shows the residual vs. fitted plot for dominant height with LS, ALASSO, RF, 
and GAMSEL models. R2 and RMSE are the model accuracy before cross−validation, and CV_R2 
and CV_RMSE show the model accuracy result of nine−fold cross−validation. 
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