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Abstract: Deep-learning-based multi-sensor hyperspectral image classification algorithms can au-
tomatically acquire the advanced features of multiple sensor images, enabling the classification
model to better characterize the data and improve the classification accuracy. However, the currently
available classification methods for feature representation in multi-sensor remote sensing data in
their respective domains do not focus on the existence of bottlenecks in heterogeneous feature fusion
due to different sensors. This problem directly limits the final collaborative classification performance.
In this paper, to address the bottleneck problem of joint classification due to the difference in hetero-
geneous features, we innovatively combine self-supervised comparative learning while designing a
robust and discriminative feature extraction network for multi-sensor data, using spectral–spatial in-
formation from hyperspectral images (HSIs) and elevation information from LiDAR. The advantages
of multi-sensor data are realized. The dual encoders of the hyperspectral encoder by the ConvNeXt
network (ConvNeXt-HSI) and the LiDAR encoder by Octave Convolution (OctaveConv-LiDAR) are
also used. The adequate feature representation of spectral–spatial features and depth information
obtained from different sensors is performed for the joint classification of hyperspectral images
and LiDAR data. The multi-sensor joint classification performance of both HSI and LiDAR sensors
is greatly improved. Finally, on the Houston2013 dataset and the Trento dataset, we demonstrate
through a series of experiments that the dual-encoder model for hyperspectral and LiDAR joint
classification via contrastive learning achieves state-of-the-art classification performance.

Keywords: hyperspectral image; light detection and ranging (LiDAR); multi-sensor; contrastive
learning; contrastive loss

1. Introduction

Hyperspectral remote sensing refers to the science and technology of the acquisition,
processing, analysis, and application of remote sensing data with high spectral resolution.
Different from multispectral remote sensing, hyperspectral remote sensing can obtain
information on surface objects in hundreds of continuous spectrum segments, providing
rich spectrum information to enhance the ability to enhance the expression of features [1].
Hyperspectral remote sensing has been widely used in surface classification, target detec-
tion, agricultural monitoring, mineral mapping, environmental management, and other
fields [2].

Remote sensing image classification is an essential part of hyperspectral remote sens-
ing image processing and application, and its ultimate goal is to assign a unique category
identifier to each pixel in the image. In the past decades, a variety of HSI classification
methods have been proposed [3,4] and have mainly focused on spectral or spatial–spectral
information. For classification based on spectral information, a TabNet with spatial atten-
tion (TabNets) was designed for hyperspectral image classification in the study [3]. To
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fully explore the spatial features of HSIs, many methods have been proposed, such as an
encoder–decoder with a residual network (EDRN) [4], a study that combines hyperspectral
and panchromatic remote sensing images to extract the representative deep features of
codes. However, the high-dimensional characteristics, high correlation between bands,
and spectral mixing make the classification of hyperspectral remote sensing images face
significant challenges [5]. Thanks to the development of remote sensing technology, it is
now possible to measure different aspects of the same object on the Earth’s surface [6]. Hy-
perspectral data are easily disturbed by environmental factors such as clouds, shadows, etc.,
which can easily lead to the confusion of information. For example, if building roofs and
roads are made of concrete, it is difficult to distinguish them using hyperspectral data alone,
because their spectral responses are similar. However, light detection and ranging (LiDAR)
uses pulsed lasers to measure distances and is an active remote sensing method [7,8]. It is
not susceptible to weather conditions and not only provides height and shape information
of the scene but also has excellent accuracy and flexibility [9,10] and can accurately classify
these two categories. Conversely, LiDAR data cannot distinguish two roads composed
of different materials (e.g., asphalt and concrete) with the same height [11,12]. Therefore,
the two kinds of data are deeply integrated to realize the complementary advantages of
multi-sensor remote sensing, break through the performance bottleneck of single remote
sensing data (such as “different objects with the same spectrum” or “same objects with
different spectrum”), and finally achieve the purpose of improving the accuracy of object
classification [13,14].

Most traditional classification models first perform feature extraction on multi-sensor
data and then distinguish them through a classifier [15]. Among the feature extraction meth-
ods, knowledge-guided feature extraction is based on the understanding of spectral features
to perform mathematical operations on relevant bands to obtain deep-level information.
However, expert knowledge is often hard to obtain. Furthermore, traditional classifica-
tion methods rely heavily on hand-designed features, which limit the representation of
models [16].

With the development of deep-learning techniques, convolutional neural networks
(CNNs) [17–23] have been widely used in computer vision tasks, such as image classifi-
cation [24,25], object detection [26], semantic segmentation [17], etc. Research methods
based on the CNN model have been widely used in the field of remote sensing image
classification and have become the mainstream methods in this field [27,28]. Convolutional
neural networks have shown excellent feature extraction capabilities in this field and are
gradually replacing artificial feature-based methods.

For example, in [29], a Two-Branch CNN combines the separately extracted spatial
and spectral features of HSIs with those extracted by LiDAR. EndNet (encoder–decoder net-
work) [30] is a deep encoder–decoder network architecture that reconstructs multi-sensor
inputs by encoding and decoding fused features via an autoencoder. In [31], multimodal
deep learning middle fusion (MDL-Middle) is an intermediate fusion CNN model.

Based on all these advanced approaches mentioned above, we have the following
reflections. First, the ability to fully integrate different models is critical, and this can be
fully reflected by the complementary nature of HSIs and LiDAR features. This is because
multi-sensor data are naturally correlated. If this complementarity is fully exploited
in the encoding process, the extracted multi-sensor encoding will be more robust and
comprehensive. Brain studies also reaffirm that the human brain begins to interact with
multi-sensor data in the primary perceptual cortex.

Second, the design of feature extraction networks specifically for different sensor data
is often critical and needs to fully take into account the characteristics of different sensor
domains, which is often important for downstream tasks.

Therefore, this paper takes two aspects and explores their solutions.
Self-supervised learning has recently emerged as an effective approach, self-supervised

learning in the multimodal field is very effective and can achieve downstream task per-
formance comparable to supervised pre-training in tasks such as action recognition, in-
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formation retrieval, and video question answering. For example, many self-supervised
methods [32–36] exploit contrastive objectives (e.g., comparison) to facilitate multimodality
such as visual–linguistic learning. For example, MoCo [34] further improves this scheme
by storing the representation of the future quantum encoder in a dynamic dictionary with
queues. MoCov2 [36] borrows the multilayer perceptron (MLP) head design and shows
significant improvements.

From the success of self-supervised learning within the multimodal domain, we can
also realize that self-supervised learning can be used in the multi-sensor domain as a way
to help the deep information fusion of features from different sensors, which can further
improve the performance of multi-sensor downstream tasks.

To solve the second aspect, we investigated a large number of state-of-the-art networks
and their improved algorithms. Recently, the application of the ConvNeXt [37] network
in the visual direction has become a hot spot. On the basis of maintaining the CNN
structure, the ConvNeXt network draws on the design concepts of methods such as the
Swin Transformer [38]. Swin Transformer is a landmark work in the transformer direction,
which for the first time demonstrates that transformers can be used as general-purpose
vision backbones and achieve state-of-the-art performance in a range of computer vision
tasks. ConvNeXt uses a larger kernel size to simulate long-distance modeling capabilities
while maintaining the local sensitivity of the CNN, ensuring the global information of
the network. However, the spectrum of an HSI is a kind of sequence data, which usually
contains hundreds of spectral bands. Through the feature extraction advantages of the local
information and global information of the ConvNeXt network, it can not only complete the
extraction of global spectral–spatial information but also overcome the mixed pixel band
problems such as decreased accuracy.

Refocusing on the convolutional neural network, the receptive field is used to represent
the size of the range of perception of the original image by neurons at different positions
within the network. The larger the value of the neuron’s receptive field, the larger the
range of the original image it can touch, which also means that it may contain more global
and higher semantic features, while the smaller the value, the more features it contains,
tending to be localized and contain more detail. So, the receptive field is very important for
the network.

The introduction of dilated convolution [39] introduces a dilation rate parameter in
the convolution kernel, and the dilation rate defines the spacing between the convolution
kernels (where the spacing is defined as r). In other words, the dilation convolution is
similar to the traditional convolution, but the number of weights in the dilation convolution
kernel remains the same. Only the weights of the convolution kernels are spaced by r
positions, i.e., the kernels of the dilation convolution layer are sparse. This allows the
convolution filter to obtain a larger perceptual field without reducing the spatial resolution
or increasing the kernel size to improve the recognition of downstream tasks in the network.
The traditional convolutional neural network can be regarded as cascading a large number
of convolution operators to encode the input information, representing the characteristics of
different frequency components of the input sample. However, there is no effective fusion
process between frequencies, and the interaction between frequencies is very critical for
the encoding of LiDAR information. OctaveConv [40] decomposes the input convolutional
feature map into two sets of feature maps with different spatial frequencies and processes
different convolutions at corresponding frequencies, which helps each layer to obtain a
larger receptive field to capture more contextual information.

The main contributions are summarized as follows:

1. We introduce a multi-sensor pair training framework for the HSI-LiDAR classification
task. Our multi-sensor training framework can exploit intrinsic data properties in
each modality and simultaneously extract semantic information from cross-modal
correlations. It can not only encode the two modalities independently to capture more
modality-specific information but also complete the deep fusion of the two sensors’
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information and learn the alignment between different modalities and learn deep
fusion for HSI-LiDAR classification tasks;

2. It is well known that information is conveyed at different frequencies, where higher
frequencies are typically used for fine detail encoding and lower frequencies are
typically used for global structure encoding. The Digital Surface Model (DSM)
of LiDAR has rich depth information, that is, high- and low-frequency informa-
tion. We propose a new LiDAR encoder network structure with Octave convolution.
The output maps of a convolutional layer can also be factorized and grouped by
their spatial frequency. OctaveConv focuses on reducing the spatial redundancy in
CNNs and is designed to replace vanilla convolution operations. In this way, the
high- and low-frequency information of the DSM is fully utilized from the aspect of
feature extraction;

3. Due to the spectral redundancy and low spatial resolution of HSIs, we propose the
Spectral-Aware Trident network in parallel and the ConvNeXt network in series.
In both networks, dilated convolution that can improve the receptive field is used.
Recently, the application of the ConvNeXt network in the visual field has become
a hot spot. On the basis of maintaining the CNN structure, the ConvNeXt network
borrows the design concepts of Transformer and other methods. While maintaining
the local sensitivity of the CNN, a larger kernel size is used to simulate the long-range
modeling ability, which ensures the global information of the network. The spectrum
of an HSI is a sequence of data that typically contains hundreds of bands. Through
the feature extraction advantages of the local information and the global information
of the ConvNeXt network, we can not only complete the extraction of global spectral–
spatial information but also overcome the problems of accuracy degradation caused
by mixed pixels.

4. In the training method of the network, we show the use of a stagewise training
strategy, which trains the HSI branch, LiDAR branch, and HSI-LiDAR classification
tasks in stages. The method of training the HSI and LiDAR branches in stages can
provide better model parameter initialization for the HSI-LiDAR classification model,
which usually leads to better generalization performance and accelerates convergence
on this downstream task.

2. Methods
2.1. Overview

Figure 1 shows the overall architecture of the proposed HSI-LiDAR joint classifica-
tion algorithm. The training method adopts the stagewise training strategy. Firstly, HSI
and LiDAR data are preprocessed and online multi-scale data enhancement is performed
separately according to the given HSI-LiDAR sample pairs. The HSI/LiDAR downstream
classification task that is consistent with the final HSI-LiDAR classification task is selected
as the supervision to train the HSI and LiDAR branches separately. The respective depth
representations can be extracted for different sensor data. Secondly, the HSI-LiDAR (HL)
deep coding model is introduced to obtain the depth fusion features between multi-sensor
data. The feature representation of the multi-sensor feature encoding model is also en-
hanced by using HSI-LiDAR self-supervised contrastive learning (see Figure 1, top right).
Finally, we use the pre-trained model obtained from the training. The features are ex-
tracted by the joint HSI encoder, LiDAR encoder, and HL fusion encoder. We selected the
HSI/LiDAR downstream classification task and HSI-LiDAR self-supervised contrastive
learning as auxiliary supervision to jointly train the final HSI-LiDAR classification task.
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Figure 1. The proposed classification framework of joint HSI-LiDAR classification.

2.2. HSI and LiDAR Encoder

In this paper, we perform online data augmentation on HSI and LiDAR data to
generate new and diverse instances in each training batch, enriching positive and negative
sample features in a training batch to improve the performance and results of deep-learning
models. The data augmentation methods in this paper are normalization, random noise
addition, multiscale transformation, and random horizontal mirroring. Among them,
multiscale transformation is a multiscale transformation operation on the input samples:
in this paper, the training samples are multiscale-transformed with four window sizes:
11 × 11, 9 × 9, 7 × 7, and 5 × 5.

2.2.1. HSI Encoder

Hyperspectral remote sensing technology can obtain more spectral–spatial informa-
tion, and because the number of imaging channels is greatly increased, the ability to
distinguish and identify ground objects is greatly improved. Therefore, improving the
effectiveness of hyperspectral image feature extraction is crucial to improve the overall
classification accuracy of images in complex scenes.

To enhance the effectiveness of hyperspectral image feature extraction, there are two
ideas to design the HSI encoder in terms of network design.

1. Trident-HSI

In view of the spectral redundancy and low spatial resolution of HSIs, the Spectral-
Aware Trident network is proposed. As shown in Figure 2, a three-branch structure is
introduced in the network, and the three-branch structure can group input features. Each
branch uses dilated convolutions with different expansion rates in the second Conv layer
but has the same parameter value. Here, the dilated Conv layers with an expansion rate of
n are abbreviated as Dn-Conv layers.
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In this way, different branches have different perceptual field sizes to be responsible
for different scales of targets. This improves the spatial resolution of the HSI, increases
the effectiveness of network feature extraction, and reduces the redundancy of HSI hyper-
spectral information. Finally, the feature extraction is performed for the median points of
the HSI patch. The median point feature extraction branch consists of three consecutive
one-dimensional Conv layers, one-dimensional BatchNorm layers, and LeakyRelu layers.
By encoding the median points with the features extracted from the Trident branch, the
information representation of the HSI encoder is further enhanced and the classification
accuracy is improved.

Since the HSI patch extraction method is a multi-scale window extraction on the true
value points, the median point has the strongest information. The median point features
are merged with those extracted by the Trident branch to further enhance the performance
of the HSI encoder. The formula is as follows:

FTrident(X; K) = ∑i fi(X; K) + gmid_point(X; K) (1)

The feature map obtained by the first convolutional layer is defined as X ∈ RC×H×W ,
where C is the number of channels of the feature map, and H and W are the height and
width of the feature map. fi(X; K) denotes the ith Trident parallel branch, K is the weight
of the neural network, and gmidpoint

(X; K) is the median point feature extraction branch.
The median point feature extraction branch is composed of three groups of continuous

modules, including a one-dimensional Conv layer, a one-dimensional BatchNorm layer,
and a LeakyRelu layer. The feature encoding of the median point further enhances the
information expression of the network and improves the classification accuracy.

2. ConvNeXt-HSI

The Trident network uses a three-branch parallel form to improve the effectiveness
of network feature extraction, while the ConvNeXt network uses a serial form to improve
the effectiveness of network feature extraction. The Stem layer reduces the redundancy of
HSI hyperspectral information, and the ConvNeXt network uses a large convolution kernel
size of 7 × 7 to increase the network receptive field. Higher-level networks can extract
richer HSI semantic information, which is very critical for hyperspectral image classification.
Therefore, the HSI encoder in this paper uses a concatenated ConvNeXt network to improve
the accuracy of HSI feature extraction. As shown in Figure 2b, we improved ConvNeXt into
a ConvNeXt-HSI network that is more suitable for HSI classification tasks. First, we reduced
the depths of ConvNeXt from level 4 to level 2 to reduce the risk of overfitting due to the
network being too deep. The number of convolution kernels in the widths of ConvNeXt
ensures network performance while reducing the number of network parameters and
improving the operation speed. Finally, in the first and second Conv layers of each stage,
dilated convolution is used to ensure HSI spatial resolution. Similar to the Trident network,
we also extract the median points of the HSI patch to enhance the ConvNeXt-HSI network
features. The formula is as follows:

FConvNext(X; K) = Hi(X; K) + gmid_point(X; K)

Hi(X; K) = ConvNextStage(Hi−1(X; K)) (2)
The feature map obtained by the first convolutional layer is defined as X ∈ RC×H×W ,

where C is the number of channels in the feature map, H and W are the height and
width of the feature map, Hi(X; K) denotes the ith serial form branch with parameter K,
gmidpoint

(X; K) is the median point feature extraction branch with parameter K, and K is the
weight of the neural network.

The ConvNeXt stage consists of GroupNorm, a 2 × 2 dilated Conv layer with a dilated
rate of 2, and three consecutive ConvNeXt Blocks. The ConvNeXt Block consists of a 7 × 7
dilated Conv layer with a dilated rate of 2, GroupNorm, a 1 × 1 Conv layer, Gelu, a 1 × 1
Conv layer, a Layer Scale layer, and a Drop Path layer. The 7 × 7 Conv is the depthwise
convolution, and the depthwise convolution performs a self-attention mechanism in each
convolution channel, which can obtain the spatial information in the convolution channel
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and enhance the information expression of the network. The Layer Scale layer multiplies
the input feature layer by the trainable parameters, and the number of training parameter
elements is the same as the number of channels in the feature layer; that is, scaling the data
of each channel can not only accelerate the convergence in a larger depth network but also
improve network accuracy. The Drop Path layer is a regularization method that randomly
“deletes” the multi-branch structure in the deep-learning model, which can ensure the
depth of the network and reduce the probability of overfitting.

Like the Trident network, we also extract the median point of the HSI patch to enhance
the features of the ConvNeXt-HSI network. The network structure is also consistent with
the Trident network. The feature encoding of the median point further enhances the
information expression of the network and improves the classification accuracy.

2.2.2. LiDAR DSM Encoder

The DSM of LiDAR includes ground elevation models of object heights such as
buildings, bridges, and trees on the ground, with rich elevation information and surface
information. From the DSM image itself, the elevation information and surface information
means that the image contains rich high- and low-frequency information. The traditional
convolutional neural network can be regarded as cascading a large number of convolutional
operators, which can be seen as cascading different frequency components in the input
samples to obtain feature encoding. However, traditional convolutional operators do not
have an effective fusion process between high and low frequencies, and it is known that
high frequencies focus on local details and low frequencies focus on global structure. The
interaction between high and low frequencies allows the high and low frequencies to
complement each other and extract richer local and global information, which is crucial for
the encoding of LiDAR information. The principle of Octave convolution is as shown in
Figure 3. The green arrows correspond to the information update between high frequency–
high frequency and low frequency–low frequency, while the blue arrows represent the
information exchange between the two frequency bands. Finally, the two frequency bands’
information is fused to obtain a multi-frequency feature representation, which can not only
enrich the feature representation but also reduce feature redundancy.
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The following are the details of Octave convolution. The feature map obtained by the
first convolutional layer is defined as X ∈ RC×H×W , where C is the number of channels in
the feature map, and H and W are the height and width of the feature map. The feature
map X is first divided into two parts by a convolution operation,

{
XH , XL}, where XH

is the relatively high frequency and XL is the lower frequency. Here, the channel of the
output feature map is 1

ratio ; that is, α. The number of high-frequency channels is Rα×C×H×W ,
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and the number of high-frequency channels is R(1−α)×C×H×W . We set α = 0.5. It can be
formulated as:

YH = f (XH ; KH→H) + upsample( f (XL; KL→H), k)

YL = f (XL; KL→L) + f (pool(XH , k); KH→L) (3)
where f (X; K) denotes a convolution with parameter K, pool (X, k) is an average pooling
operation with kernel size k× k and stride k, and upsample (X, k) is an up-sampling operation
by a factor of k = 2 via nearest interpolation.

Figure 4 shows the overall architecture of the LiDAR encoder.
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Figure 4. The architecture of OctaveConv-LiDAR DSM encoder.

The encoder consists of a Conv layer, a BatchNorm layer, a LeakyRelu layer, and
multiple OctaveConv Blocks. In order to ensure the receptive field of the network, the first
Conv layer and the last Conv layer are dilated Conv operations with a dilated rate of 2.
An OctaveConv Block is composed of OctaveConv, a BatchNorm layer, and a LeakyRelu
layer, which can extract rich high- and low-frequency information. We use skip-layer
connections in the middle of the network, such as merging the second Conv layer with the
features of the second OctaveConv Block and the third concatenated OctaveConv Block.
Through the joint learning of low-, medium-, and high-level features, the information
flow of deep and shallow networks can better improve the representation of semantic and
spatial information.
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2.2.3. Feature Visualization and Analysis

To further analyze the accuracy of the features extracted by ConvNeXt-HSI and
OctaveConv-LiDAR, we visualize the features in the last convolutional layer of each of the
two encoders, as shown in Figure 5.

Remote Sens. 2023, 15, x FOR PEER REVIEW 10 of 22 
 

2.2.3. Feature Visualization and Analysis 

To further analyze the accuracy of the features extracted by ConvNeXt-HSI and Oc-

taveConv-LiDAR, we visualize the features in the last convolutional layer of each of the 

two encoders, as shown in Figure 5. 

 

(a) 

 

(b) 

Figure 5. Feature visualization. (a) ConvNeXt-HSI feature map. (b) OctaveConv-LiDAR. 

Figure 5a,b show the features of the ConvNeXt-HSI and OctaveConv-LiDAR encod-

ers. It can be seen that with the ConvNeXt-HSI encoder, the spatial-spectral information 

of the HSI is fully utilized. As shown in the red box in Figure 5a, the feature map response 

is larger for features such as grass and house roof fields, and a clearer feature response 

can be obtained due to the rich HSI spectral information. In Figure 5b, it can be seen that 

the features have a stronger response for regions in the image with sharp high- and low-

frequency changes, such as the edges of the features, by the OctaveConv-LiDAR encoder, 

as shown in the red box in Figure 5b. 

2.3. HSI-LiDAR Contrastive Learning 

During the training process, HSI-LiDAR contrastive learning was introduced for N 

HSI-LiDAR pairs in the same batch, and the outputs were obtained features from the HSI 

encoder and LiDAR encoder, respectively. After the linear operation, dropout, and nor-

malization operation, we obtained HSI vectors 1{ }v N
i ih   and LiDAR vectors 1{ }w N

i il   in a 

training batch to compute HSI-to-LiDAR and LiDAR-to-HSI similarities, which can sim-

ultaneously take into account the respective modal depth encoding of HSI and LiDAR 

and the deep hybrid encoding between the two modalities. HSI-LiDAR contrastive learn-

ing can be formulated as: 

��,�
��� =  ℎ�

��
��

�,  ��,�
��� =  ��

��
ℎ�

� (4)

��
(�→�)

=  −���
��� (��,�

���/�)

∑ ��� (��,�
���/�)�

���

,  ��
(�→�)

=  −���
��� (��,�

���/�)

∑ ��� (��,�
���/�)�

���

   (5)

where ��,�
��� represents the HSI-to-LiDAR similarity in the i th HSI sample and the j th 

LiDAR sample in the sample pair, ��,�
���  represents the LiDAR-to-HSI similarity in the i

th LiDAR sample and the j th HSI sample in the sample pair, and � ∈ � represents a 

temperature parameter. We set 2  . We used softmax cross-entropy loss to compute 

��
(�→�)

 (HSI-to-LiDAR) and ��
(�→�)

 (LiDAR-to-HSI) similarities during the traning phase. 

Figure 5. Feature visualization. (a) ConvNeXt-HSI feature map. (b) OctaveConv-LiDAR.

Figure 5a,b show the features of the ConvNeXt-HSI and OctaveConv-LiDAR encoders.
It can be seen that with the ConvNeXt-HSI encoder, the spatial-spectral information of
the HSI is fully utilized. As shown in the red box in Figure 5a, the feature map response
is larger for features such as grass and house roof fields, and a clearer feature response
can be obtained due to the rich HSI spectral information. In Figure 5b, it can be seen that
the features have a stronger response for regions in the image with sharp high- and low-
frequency changes, such as the edges of the features, by the OctaveConv-LiDAR encoder,
as shown in the red box in Figure 5b.

2.3. HSI-LiDAR Contrastive Learning

During the training process, HSI-LiDAR contrastive learning was introduced for N
HSI-LiDAR pairs in the same batch, and the outputs were obtained features from the
HSI encoder and LiDAR encoder, respectively. After the linear operation, dropout, and
normalization operation, we obtained HSI vectors

{
hv

i
}N

i=1 and LiDAR vectors
{

lw
i
}N

i=1
in a training batch to compute HSI-to-LiDAR and LiDAR-to-HSI similarities, which can
simultaneously take into account the respective modal depth encoding of HSI and LiDAR
and the deep hybrid encoding between the two modalities. HSI-LiDAR contrastive learning
can be formulated as:

sh2l
i,j = hv

i
T lw

j , sl2h
i,j = lw

i
Thv

j (4)

l(h→l)
i = −log

exp(sh2l
i,i /τ)

∑N
j=1 exp(sh2l

i,j /τ)
, l(l→h)

i = −log
exp(sl2h

i,i /τ)

∑N
j=1 exp(sl2h

i,j /τ)
(5)

where sh2l
i,j represents the HSI-to-LiDAR similarity in the ith HSI sample and the jth LiDAR

sample in the sample pair, sl2h
i,j represents the LiDAR-to-HSI similarity in the ith LiDAR

sample and the jth HSI sample in the sample pair, and τ ∈ R represents a temperature
parameter. We set τ = 2. We used softmax cross-entropy loss to compute l(h→l)

i (HSI-to-

LiDAR) and l(l→h)
i (LiDAR-to-HSI) similarities during the traning phase.
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2.4. Stagewise Training Strategy

In order to provide better model parameter initialization for the HSI-LiDAR classifi-
cation model, we used a staged training method, as shown in Figure 6. Firstly, train the
HSI (HSI-only learning) and freeze the parameters of the LiDAR encoder. After the HSI
encoder training is completed, the parameters of the HSI encoder are frozen to optimize the
LiDAR encoder (LiDAR-only learning). The losses of the two encoders are both softmax
cross-entropy losses. Finally, the HSI encoder and LiDAR encoder are used to pre-train
the model parameters to finetune the final HSI-LiDAR classification model. Our final
joint-training losses are multi-weight losses, including the softmax cross-entropy loss of
the HSI, the softmax cross-entropy loss of LiDAR, and the contrastive loss of HSI-LiDAR.
These three losses are used as auxiliary losses. The main loss is the softmax cross-entropy
loss of HSI-LiDAR, written as follows:

L = 1
N

N
∑

i=1
(λ1lcontrast + λ2lCE−HSI + λ3lCE−LiDAR + λ4lCE−all)

lCE = −
C
∑

k=1
yklog(Sk), Sk = so f tmax(Xk) =

exk
C
∑

i=1
exi

(6)

where lcontrast = (l(h→l)
i + l(l→h)

i )/2, λ1∼4 ∈ [0, 1] is a scalar weight.
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3. Results

To evaluate the performance effectiveness of the proposed model, we used two differ-
ent datasets for evaluation: Houston2013 and Trento. All deep models were implemented
in the Pytorch 1.9 framework. All experiments were carried out in the same hardware
environment; that is, Ubuntu16.04, Tesla K80 device.

3.1. Experimental Datasets Description

Houston 2013 dataset: This dataset involves two datasets—hyperspectral images and a
LiDAR-derived DSM, both consisting of 349 × 1905 pixels with the same spatial resolution
(2.5 m). The data were acquired by the NSF-funded Center for Airborne Laser Mapping
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(NCALM) over the University of Houston’s 2013 campus and the neighboring urban area.
The HSI has 144 spectral bands in the 380 nm to 1050 nm region, including 15 classes.
Table 1 lists the number of samples of different classes and the color of each class. Figure 7
gives the visualization results of the Houston2013 dataset. These data and reference classes
can be obtained online from the IEEE GRSS website (http://dase.grss-ieee.org/ (accessed
on 10 September 2022)).

Table 1. Houston2013 dataset: the numbers of training and testing samples for each class.

Class Class Name Train Num Test Num Color
C1 Healthy Grass 198 1053
C2 Stressed Grass 190 1064
C3 Synthetic Grass 192 505
C4 Trees 188 1056
C5 Soil 186 1056
C6 Water 182 143
C7 Residential 196 1072
C8 Commercial 191 1053
C9 Road 193 1059

C10 Highway 191 1036
C11 Railway 181 1054
C12 Parking Lot1 192 1041
C13 Parking Lot2 184 285
C14 Tennis Court 181 247
C15 Running Track 187 473

- Total 2832 12,197
Remote Sens. 2023, 15, x FOR PEER REVIEW 13 of 22 
 

    

(a) (b) (c) (d) 

Figure 7. The visualization of the Houston2013 dataset. (a) Pseudo color map of an HSI. (b) DSM of 

LiDAR. (c) Training samples map. (d) Testing samples map. 

Trento dataset: This dataset involves two datasets—hyperspectral images and Li-

DAR-derived DSM, both consisting of 600 × 166 pixels with the same spatial resolution (1 

m). The data were acquired by the AISA Eagle sensor, and the LiDAR DSM was produced 

using first- and last-point cloud pulses obtained by the Optech ALTM 3100EAsensor. The 

HSI has 63 spectral bands covering the 402.89 to 989.09 nm region and includes six classes. 

Table 2 lists the number of samples of different classes and the color of each class. Figure 

8 gives the visualization results of the Trento dataset. 

Table 2. Trento dataset: the numbers of training and testing samples for each class. 

Class Class Name Train Number Test Number Color 

C1 Apples 129 3905  

C2 Buildings 15 2778  

C3 Ground 105 374  

C4 Woods 154 8969  

C5 Vineyard 184 10,317  

C6 Roads 122 29,395  

- Total 819 55,738  

 

Figure 7. The visualization of the Houston2013 dataset. (a) Pseudo color map of an HSI. (b) DSM of
LiDAR. (c) Training samples map. (d) Testing samples map.

http://dase.grss-ieee.org/


Remote Sens. 2023, 15, 924 13 of 21

Trento dataset: This dataset involves two datasets—hyperspectral images and LiDAR-
derived DSM, both consisting of 600 × 166 pixels with the same spatial resolution (1 m).
The data were acquired by the AISA Eagle sensor, and the LiDAR DSM was produced
using first- and last-point cloud pulses obtained by the Optech ALTM 3100EAsensor. The
HSI has 63 spectral bands covering the 402.89 to 989.09 nm region and includes six classes.
Table 2 lists the number of samples of different classes and the color of each class. Figure 8
gives the visualization results of the Trento dataset.

Table 2. Trento dataset: the numbers of training and testing samples for each class.

Class Class Name Train Number Test Number Color
C1 Apples 129 3905
C2 Buildings 15 2778
C3 Ground 105 374
C4 Woods 154 8969
C5 Vineyard 184 10,317
C6 Roads 122 29,395
- Total 819 55,738
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3.2. Experimental Setup

The proposed network was implemented on the Pytorch platform. The models were
trained on the training set by randomly dividing the original training set into a training set
and a validation set in each epoch. The ratio of training set to validation set was 8:2. In the
training phase, we used an SGD optimizer with a weight decay of 1× 10−4, a momentum of
0.9, and a batch size of 64 on a NVIDIA TESLA K80 GPU. We used the “step” learning rate
strategy. Then, the HSI encoder and LiDAR encoder were trained with an initial learning
rate of 0.03 and 4 × 10−5, respectively, and, finally, the joint HSI and LiDAR encoder was
trained with an initial learning rate of 0.01. All training epochs were 100.
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In terms of details, we normalized all encoder feature vectors before calculating their
dot products in the contrastive losses, where τ was set as 0.07. For trade-off parameters
in the final loss, we set λ1 as 0.5, λ2 as 0.2, λ3 as 0.5, and λ4 as 1.0. All the auxiliary losses
were less than 1.0. In the auxiliary losses, after pre-training the encoder, we found that
the classification performance of the LiDAR encoder was not good enough compared to
the HSI. In order to degrade the performance of the LiDAR encoder, we set the auxiliary
classification loss of LiDAR to 0.5 and the auxiliary classification loss of HSI to 0.3. We used
uniform hyperparameters for all datasets.

To evaluate the performance effectiveness of the proposed model, we used two dif-
ferent datasets for evaluation and evaluated the effectiveness of the model through four
metrics: the overall accuracy (OA), average accuracy (AA), and Kappa coefficient. The
overall accuracy (OA) defines the ratio of all correctly classified pixels to the total number
of pixels in the test set. Average accuracy (AA) is the average probability that the accuracies
for each class of elements are summed and divided by the number of classes. The Kappa
coefficient was also used to evaluate the classification accuracy, checking the consistency of
the remote sensing classification result map with the ground-truth map.

3.3. Experimental Results

To demonstrate the effectiveness of the proposed model, several representative multi-
sensor joint classification model methods were selected for comparison experiments with
the proposed model, including Two-Branch CNN, EndNet, and MDL-Middle. Here, Two-
Branch CNN performs feature fusion by combining the spatial and spectral features ex-
tracted from the HSI branch with the LiDAR data features extracted from the cascaded
network. EndNet is a deep encoder–decoder network architecture that fuses multi-sensor
information by enhancing fused features. MDL-Middle performs multi-sensor feature
fusion on the middle layer of the CNN model. We also compared single-sensor clas-
sification models: Trident-HSI, CNN-LiDAR, ConvNeXt-HSI, and OctaveConv-LiDAR,
Trident-HSI, ConvNeXt-HSI, CNN-LiDAR, and OctaveConv-LiDAR. In order to ensure the
validity of the comparative experiments, the verification data were uniformly used as the
Houston2013 and the Trento dataset, and the training set and test set of each dataset were
completely consistent.

3.3.1. Classification Results of the Houston2013 Dataset

Table 3 shows the detailed classification results of eight models in terms of OA, AA,
and Kappa coefficients on the Houston2013 dataset. The best results are shown in bold. As
can be seen from Table 3, our proposed method shows obvious improvement in OA, AA,
and Kappa coefficients compared with Two-Branch CNN, EndNet, and MDL-Middle. The
classification performance of Soil, Road, Railway, Parking Lot1, Tennis Court, and Running
Track are all better than those of these three models, especially the recognition accuracy of
88.41% of Healthy Grass and 94.97% of Railway. Compared with these three models, the
maximum is 6.83% and 11.19% improvement.

The following factors are also evident from Table 3. Firstly, all single-sensor classi-
fication performance is lower than multi-sensor classification. The performance using
only HSI data is significantly higher than that of only LiDAR data. For example, in the
Houston2013 dataset, the OctaveConv-LiDAR classification model has an OA of 67.58%,
AA of 65.29%, and Kappa of 64.92%. These three metrics are all lower than the ConvNeXt-
HSI classification model performance, which is 87.12%, 88.17%, and 86.02%, respectively.
When combined with dual-sensor joint classification, the OA increased to 88.14%, AA
increased to 88.14%, and Kappa increased to 87.16%. Secondly, the performance of the
ConvNeXt-HSI and OctaveConv-LiDAR classification models proposed in this paper is
better than the corresponding Trident-HSI and CNN-LiDAR classification models. Among
them, the OA, AA, and Kappa of ConvNeXt-HSI were higher than that of Trident-HSI, at
5.77%, 6.14%, and 6.17%. The OA, AA, and Kappa of OctaveConv-LiDAR are higher than
those of CNN-LiDAR, at 4.41%, 4.69%, and 4.71%.
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Table 3. Classification accuracy of different models on the Houston2013 dataset.

Class
Two-

EndNet
MDL- Trident- CNN- ConvNeXt OctaveConv

Proposed
Branch Middle HSI LiDAR -HSI -LiDAR

C1 83.1 81.58 83.1 82.72 52.42 83.1 46.63 88.41
C2 84.1 83.65 85.06 84.4 35.06 84.77 54.79 81.3
C3 100 100 99.6 98.02 83.96 99.8 86.14 100
C4 93.09 93.09 91.57 92.99 82.95 92.9 81.63 99.53
C5 100 99.91 98.86 99.91 44.03 100 47.72 100
C6 99.3 95.1 100 93.71 64.34 96.5 71.33 97.2
C7 92.82 82.65 97.64 82.28 88.06 82.74 91.98 91.98
C8 82.34 81.29 88.13 70.85 94.87 76.63 87.84 85.28
C9 84.7 88.29 85.93 78.09 48.63 83.76 64.02 90.46

C10 65.44 89 74.42 41.89 52.7 64.38 56.27 75.1
C11 88.24 83.78 84.54 61.86 87.95 91.75 87.86 94.97
C12 89.53 90.39 95.39 96.73 27.28 97.79 35.45 96.54
C13 92.28 82.46 87.37 76.81 68.77 82.46 70.18 91.23
C14 96.76 100 95.14 100 78.14 97.57 80.57 100
C15 99.79 98.1 100 100 67.44 97.25 84.57 98.31

OA (%) 87.98 88.52 89.55 81.35 63.17 87.12 67.58 91.37
AA (%) 90.11 89.95 91.05 81.76 60.6 88.17 65.29 91.33
K × 100 86.98 87.59 87.59 79.83 60.21 86.02 64.92 90.64

To sum up, the method proposed in this paper is better than all other models, and it is
proved that the recognition effect of a multi-sensor is better than that of a single sensor.

Figure 9 shows the classification diagrams of the different models of Two-Branch CNN,
EndNet, MDL-Middle, Trident-HSI, CNN-LiDAR, ConvNeXt-HSI, OctaveConv-LiDAR,
and the proposed model. In this figure, different colors represent different classes of objects.
From the perspective of a single sensor, for the single-sensor HSI method (for example,
d and f in Figure 9), rich spectral information can provide more detailed ground-object
information for the target to be detected, but it is difficult to identify similar objects (such
as grass and shrubs); methods based on single-sensor LiDAR data (such as Figure 9e,g),
using elevation information, can distinguish objects of different heights, but it is difficult
to classify objects of the same height. In contrast, in Figure 9h, our proposed HSI-LiDAR
joint classification model combines multi-sensor and self-supervised learning algorithms
and compares other three advanced algorithms, Two-Branch CNN, EndNet, and MDL-
Middle (for example, Figure 9a–c), which can obtain more detailed information and smooth
classification results (for example, railways) and can achieve high-precision classification
tasks in complex scenes.

3.3.2. Classification Results of the Trento Dataset

Table 4 shows the detailed classification results of eight models in terms of OA, AA,
and Kappa coefficients on the Trento dataset. Compared with Two-Branch CNN, EndNet,
and MDL-Middle, our proposed method also has obvious improvements in OA, AA, and
Kappa coefficients. The classification performance of Apples, Buildings, and Roads is
superior to these three models, especially the recognition accuracy of Buildings at 99.10%,
which is up to a 1.17% improvement compared to these three models.

Moreover, all single-sensor classification performance is lower than multi-sensor
classification. The performance using only HSI data is significantly higher than that of
only LiDAR data. For example, in the Trento dataset, the OctaveConv-LiDAR classification
model has an OA of 91.85%, AA of 83.57%, and Kappa of 89.21%. These three metrics are
all lower than the performance of the ConvNeXt-HSI classification model, for which they
are 96.40%, 92.91%, and 95.20%, respectively. When the dual-sensor joint classification is
combined, the OA is increased to 88.14%, the AA is increased to 88.14%, and the Kappa is
increased to 87.16%.
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Table 4. Classification accuracy of different models on the Trento dataset.

Class
Two-

EndNet
MDL- Trident- CNN- ConvNeXt- OctaveConv-

Proposed
Branch Middle HSI LiDAR HSI LiDAR

C1 99.78 88.19 99.5 97.87 99.5 98.17 99.78 99.88
C2 97.93 98.49 97.55 87.39 95.25 98.35 96.49 99.1
C3 99.93 95.19 99.1 98.75 78.91 98.96 75.78 96.87
C4 99.46 99.3 99.9 97.94 93.73 98.09 94.38 99.87
C5 98.96 91.96 99.71 99.21 91.68 99.39 91.48 99.08
C6 91.68 90.14 92.25 78.01 67.62 77.22 74.01 94.77

OA (%) 98.36 94.17 98.73 95.28 90.95 96.4 91.85 98.92
AA (%) 97.96 93.88 98 90.17 81.98 92.91 83.57 98.4
K × 100 97.83 92.22 98.32 92.7 88.07 95.2 89.26 98.61

Similarly, comparing the accuracy of a single branch horizontally, ConvNeXt-HSI com-
pared to Trident-HSI and OctaveConv-LiDAR compared to CNN-LiDAR, the classification
performance is relatively good. The OA, AA, and Kappa of ConvNeXt-HSI are higher than
those of Trident-HSI, at 1.12%, 2.74%, 2.5%. The OA, AA, and Kappa of OctaveConv-LiDAR
are higher than those of CNN-LiDAR, at 0.9%, 1.59%, and 1.19%.

Figure 10 shows the classification diagrams of the different models of Two-Branch
CNN, EndNet, MDL-Middle, Trident-HSI, CNN-LiDAR, ConvNeXt-HSI, OctaveConv-
LiDAR, and the proposed model. In this figure, different colors represent different classes
of objects. In the Trento dataset, we can obtain the same conclusion as the Houston2013
dataset. From a single-sensor point of view, for single-sensor HSI methods (for example,
Figure 10d,f), it is difficult to identify similar objects (for example, Apples and Woods);
for methods based on single-sensor LiDAR data (for example, Figure 10e,g), objects with
the same height are difficult to classify (such as Buildings and Roads). In Figure 10h, our
proposed method can obtain more detailed information and smooth classification results
(e.g., Vineyard) compared with the other three advanced algorithms (e.g., Figure 10a–c).
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3.3.3. Computational Complexity Analysis

Table 5 shows the model complexity analysis for the different models. The model
complexity analysis is represented by two important metrics, which are floating point
operations (FLOPs) and the number of model parameters (#param.) #param. FLOPs refers
to the number of floating point operations that occur for the input of a single sample (one
image) and for the model to complete one forward propagation, i.e., the time complexity
of the model. #param refers to how many parameters the model contains, which directly
determines the size of the model and also affects the amount of memory used for inference,
i.e., the spatial complexity of the model.

Table 5. The numbers of FLOPs and parameters of different classification models.

Methods #param. (M) FLOPs (M)

Two-Branch 0.25 4.7
EndNet 0.27 4.9

MDL-Middle 0.25 4.7
Proposed 50 10

Because EndNet does not consider neighborhood information, the spatial and temporal
complexity of EndNet is small. Although using a single pixel as input reduces the model
complexity, ignoring neighborhood information leads to a decrease in accuracy. The model
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proposed in this paper uses multiple encoders and the network is deeper than other models,
which greatly increases the computational cost but also improves the performance of
the network.

4. Discussion

We further performed different ablation studies to highlight improved aspects of our
model. In our proposed model, there are two modules that are critical for classification
performance. They are the online multi-scale data augmentation module and the contrastive
learning module, respectively. In order to prove the effectiveness of these modules, we
successively removed these modules to conduct a series of ablation experiments.

4.1. Effect of the Online Multi-Scale Data Augmentation Module

The online multi-scale data augmentation module is a very critical factor. After we
removed the online multi-scale data augmentation module, the fixed patch extraction
scale was 11 × 11. Table 6 gives the specific experimental results of the multi-scale data
augmentation module on classification accuracy. Our proposed model with the online
multi-scale data augmentation module has a certain improvement on the two datasets, from
the view of OA, AA, and Kappa indexes. Compared with the offline data augmentation
method, this module does not need to synthesize augmented data, thus saving data storage
space and having high flexibility.

Table 6. Effect of the multi-scale data augmentation module on classification accuracy.

Dataset Online
Multi-Scale OA (%) AA (%) K × 100

Houston2013
× 89.6 89.41 88.55√

91.37 91.33 90.64

Trento
× 97.88 97.54 96.96√

98.92 98.4 98.61

4.2. Effect of the Contrastive Learning Module

The contrastive learning module is also a very critical factor. The multi-sensor joint
classification with the addition of the contrastive learning module significantly improved
the classification performance of the models. Through self-supervised learning, the com-
plementary advantages of multi-sensor remote sensing data are realized. The difference
in feature representation affects the performance of multi-sensor joint classification. This
approach enables the network to understand higher-level semantic information and signifi-
cantly improves network classification performance. We removed the contrastive learning
module to train the classification model. The specific experimental results are shown in
Table 7. It can be clearly seen that the contrastive learning module was added, and the
OA, AA, and Kappa of the two datasets were improved to a certain extent. Moreover, this
module is only used in the training phase, does not increase the model parameters, and
does not affect the speed of inference. This module is plug-and-play, flexible, and effective.

Table 7. Effect of the contrastive learning module on the Houston2013 and Trento datasets.

Dataset
Contrastive

OA (%) AA (%) K × 100
Learning

Houston2013
× 88.14 89.12 87.16√

91.37 91.33 90.64

Trento
× 98.55 98.23 97.94√

98.92 98.4 98.61
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4.3. Effect of the Stagewise Training Strategy

We proposed a staged pre-training strategy that leverages large-scale pure HSIs and
pure LiDAR data to improve HSI-LiDAR multi-sensor classification models. We first
performed HSI-encoder pre-training on pure HSI data and then performed LiDAR-encoder
pre-training on pure LiDAR data to learn general HSI and LiDAR representations. The last
stage trains HSI-LiDAR pre-training, learning the alignment of HSI and LiDAR information
while training the classification task. As shown in Figure 11, the pre-training model
provides better initialization of model parameters, which brings better generalization
performance to the final model and accelerates the convergence on this downstream task.
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5. Conclusions

In this work, we proposed a method for the joint classification of hyperspectral and
LiDAR data by fully mining spectral–spatial features and depth information from image
data acquired using different sensors. The advantages of multi-sensor remote sensing
data are complemented by self-supervised contrastive learning. It solves problems such as
affecting the joint multi-sensor classification performance due to differences in the feature
representation of different sensors and improves the classification accuracy. The experi-
mental results show that the proposed dual-encoder HSI-LiDAR joint classification model
via contrastive learning achieves state-of-the-art classification performance, including on
the Houston2013 dataset and Trento dataset. However, the deeper dual-encoder network
leads to high model complexity, which is challenging for realtime performance.
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In the future, we will explore methods such as model compression, pruning, and
quantization to reduce the complexity of the proposed model and improve the real-time
performance without compromising the classification performance.
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