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Abstract: Detecting and monitoring changes in open-pit mines is crucial for efficient mining opera-
tions. Indeed, these changes comprise a broad spectrum of activities that can often lead to significant
environmental impacts such as surface damage, air pollution, soil erosion, and ecosystem degrada-
tion. Conventional optical sensors face limitations due to cloud cover, hindering accurate observation
of the mining area. To overcome this challenge, synthetic aperture radar (SAR) images have emerged
as a powerful solution, due to their unique ability to penetrate clouds and provide a clear view of
the ground. The open-pit mine change detection task presents significant challenges, justifying the
need for a model trained for this specific task. First, different mining areas frequently include various
features, resulting in a diverse range of land cover types within a single scene. This heterogeneity
complicates the detection and distinction of changes within open-pit mines. Second, pseudo changes,
e.g., equipment movements or humidity fluctuations, which show statistically reliable reflectivity
changes, lead to false positives, as they do not directly correspond to the actual changes of interest,
check for i.e., blasting, collapsing, or waste pile operations. In this paper, to the best of our knowledge, we

updates present the first deep learning model in the literature that can accurately detect changes within
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® Open-pit mining operations have a significant impact on both the natural environ-
ment and human activities, due to the extensive land alteration and resource extraction

involved [1-5]. The demand for raw materials from industries such as construction, man-
ufacturing, and energy production drives the expansion of open-pit mining worldwide.
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and tracking changes in these environments is essential for ensuring sustainable resource
utilization and mitigating the negative effects of open-pit mining. Indeed, accurate and
timely detection of changes allows mining companies and environmental regulators to
intervene quickly, allocate resources efficiently, and plan appropriate mitigation measures.
Monitoring changes in open-pit mines, in addition, extends beyond the scope of environ-
mental impact investigations. It is also critical for the safety and well-being of workers
and the surrounding community [8]. Detecting and monitoring changes related to possible
hazards, such as ground instability or structural collapses, is critical for avoiding accidents
and saving lives [9].

The change detection task in open-pit mines presents significant challenges compared
to other common change detection applications such as urban planning, flood detection,
crop growth monitoring, land cover use, and natural resource management. Several factors
contribute to these challenges. First, mining area land use types are highly complex and
heterogeneous. Mining sites frequently include varied features, such as excavated areas,
trash piles, infrastructure, vegetation, and water bodies, resulting in a diverse range of
land cover types within a single scene. This heterogeneity complicates detecting and
distinguishing changes within open-pit mines. Secondly, open-pit mines are exposed to
regular mining activities, which result in a variety of changes that further complicate the
detection procedure [10]. These changes not only include the expansion or reduction of
mining areas but also pseudo changes, e.g., equipment movements or humidity fluctuations.
These areas present statistically reliable reflectivity changes, but these do not directly
correspond to the actual changes of interest, i.e., blasting, collapsing, and waste pile
operations. Distinguishing these pseudo changes from the significant changes, which are
crucial for monitoring mining operations and environmental impacts, poses a substantial
challenge in open-pit mine change detection. By training a model on the complex and
heterogeneous land use types that can effectively differentiate between significant changes
and pseudo changes, we can enhance the accuracy and reliability of change detection in
open-pit mines.

Optical sensors have been utilized for monitoring changes within open-pit mines and
assessing the environmental impact of mining activities. Nascimento [11] conducted a study
using high-resolution optical imagery to monitor land use and land cover changes near
open-pit mines. They demonstrated the importance of remote sensing data in capturing
dynamic changes in vegetation, water bodies, and infrastructure caused by mining activities.
Li [10] proposed a Siamese multiscale change detection network (SMCDNet) with an
encoder—decoder structure designed for automatic change detection in open-pit mines
using high-resolution remote sensing images.

Du [12] introduced a novel deep learning model called DA-UNet++ (deformable-attention-
UNet++) and an object-based approach to achieve automatic change detection in open-pit mines.
These studies demonstrated the valuable role of high-resolution optical imagery in monitoring
open-pit mines changes. While optical imagery provides essential information about surface
features and land cover, its application is not always possible in areas with frequent cloud cover
or during adverse weather conditions.

In contrast, synthetic aperture radar (SAR) imaging, with its cloud-penetrating ca-
pabilities, has emerged as a promising alternative, revolutionizing the way changes are
observed and analyzed. SAR images provide detailed information about the physical
properties of the terrain, allowing for precise identification and monitoring of changes that
may go unnoticed by other sensors. However, compared to the optical community, the SAR
community faces a lack of medium-sized change detection datasets. While datasets such as
Ottawa, Bern, San Francisco, Yellow River—Farmland, C., Yellow River—Farmland, D.,
and Shimen [13-17] have been commonly used in SAR change detection research, their
sizes are not comparable to those of optical datasets [18-22]. Consequently, training large
supervised deep learning models using these datasets becomes challenging. The scarcity of
manually labeled SAR images can be attributed to the complexities involved in their visual
interpretation, particularly for inexperienced users. Factors like multiplicative speckle
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interference, geometric distortions, and the grayscale nature of SAR data make interpret-
ing SAR images challenging. As a result, the SAR community has primarily focused on
unsupervised methods of change detection. These methods typically involve four steps:
preprocessing, difference image generation, feature extraction, and classification. Prepro-
cessing aims to reduce speckle noise through denoising techniques [23-25]. The difference
image generation step applies a difference operator (e.g., log-ratio [15], Gauss-ratio [16],
neighborhood-based ratio [17]) to the two acquisitions, generating a map that serves as
the basis for feature extraction. Clustering approaches such as K-means, fuzzy C-means,
and hierarchical clustering are commonly used to distinguish change and no-change pix-
els based on the extracted features. While these methods can effectively identify simple
changes, they may not be suitable for more complex change scenarios. The limitations
faced by SAR imagery have underscored the need for advanced techniques to improve
SAR-based change detection. Recently, some works on supervised deep learning models
have been presented. Qu [26] proposed a dual-domain network that leverages both spatial
and frequency domain features by integrating reshaped DCT coefficients into the model’s
frequency domain branch. Wang [27] proposed a deformable residual convolutional neural
network (DRNet), which address the limitations of fixed sampling locations in traditional
CNNs and the need for stronger multi-scale representation. Jia [28] presented a generalized
Gamma deep belief network to address SAR change detection. By extracting hierarchical
features and fitting the distribution of difference images, the model learns joint high-level
representations for accurate change mapping. Li [29] presented a SAR image change detec-
tion algorithm that combines saliency detection and convolutional-wavelet neural networks.
Jaturapitpornchai [30] proposed a fully convolutional network with a skip connection to
identify newly constructed buildings. Gao [31] introduced a change detection method for
sea ice using convolutional-wavelet neural networks (CWNNSs). The approach incorpo-
rates the dual-tree complex wavelet transform into a CWNN for accurate classification of
changed and unchanged pixels. Pang [32] proposed CD-TransUNet for changing building
detection in SAR images. CD-TransUNet combines UNet and transformer architectures
and incorporates techniques such as coordinate attention, atrous spatial pyramid pooling,
and depthwise separable convolution to enhance feature extraction precision and reduce
computational complexity. Finally, Du [33] introduced TransUNet++SAR, an end-to-end
SAR image change detection network that combines transformer and UNet++ architectures.
The proposed method can effectively model global semantic relations, preserve spatial
resolution, and achieve accurate localization.

However, despite the extensive research conducted on SAR-based amplitude change
detection methods, these techniques have not been specifically applied to study the time
evolution of open-pit mines. The unique characteristics of open-pit mines, such as their
complex and heterogeneous land use types, dynamic mining activities, and pseudo changes,
justify the need for a trained model for this specific task [10]. To the best of our knowl-
edge, this paper presents the first deep learning model in the literature that can accurately
detect changes within open-pit mines using high-resolution SAR images, i.e., TerraSAR-
X. Our model was trained on a manually labeled dataset of three open-pit mines. We
showcase the effectiveness of the proposed method, highlighting the fundamental role
of data augmentations and the coherence layer as critical components for enhancing the
model’s performance. In addition, we also demonstrate how, in the presence of a few
labels, a pseudo-labeling pipeline taken from the literature can improve model robustness,
without degrading performance by introducing misclassification points related to pseudo
changes. The final results show the reliability and efficacy of our deep learning approach
for SAR change detection in the open-pit mining sector. The rest of this paper is organized
as follows: Section 2 describes the dataset that has been used for the training, validation,
and testing of our approach. Section 3 describes our proposed deep learning methodology
for change detection in the mining sector using SAR images. In Section 4, we present our ex-
perimental results and evaluate the performance of our approach. Finally, Sections 5 and 6
summarize our contributions and discusses potential future work.
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2. Dataset

The ability to accurately detect and monitor changes is crucial for mining operations,
and high-resolution imagery plays a fundamental role in this regard. Indeed, this enhanced
resolution is particularly beneficial in mining scenarios, where the ability to discern fine
details and small changes is essential. Among the satellite options available for such ap-
plications, the two common choices are TerraSAR-X and Cosmo SkyMed. TerraSAR-X is
the most utilized satellite in mining monitoring due to certain advantages. One notable
advantage is its narrower orbital tube compared to Cosmo SkyMed. This narrower orbital
tube allows TerraSAR-X to mitigate geometrical decorrelation effects in areas with steep
and dynamic topography. Additionally, the revisiting time of the TerraSAR-X satellite con-
stellation is noteworthy. With a revisiting time of 4 + 7 days, the constellation can acquire
updated imagery of mining sites within a relatively short time frame. This frequent revisit-
ing schedule enables mining companies to monitor changes in near real time, facilitating
prompt decision-making and effective responses to evolving situations and developments.
This study considered high-resolution SAR images acquired using the X-Band TerraSAR-X
satellite. Table 1 summarizes the sensor specification and the acquisition mode employed.

Table 1. TerraSAR-X specifications.

TerraSAR-X Specifications

Antenna Length 48 m
Nominal Look Direction Right
Antenna Width 0.7m
Range Bandwidth 150 MHz /300 MHz
SAR imaging mode StripMap
Resolution 3m
Scene size 30 km x 50 km

For the dataset’s creation, three different open-pit mines were considered for labeling,
see Table 2. For each site, we used multiple acquisition pairs, three for Site A, two for Site
B, and four for Site C. Each pair represents two different SAR acquisitions made at two
different moments over the same site. The images were co-registered, and both flat-earth
and topography-phase components were compensated [34] for. The pairs were selected
and divided into non-overlapping 256 x 256 patches.

Table 2. Acquisition details of the open-pit mining sites used.

Site Geometry Data Ranges
A Ascending 4 January-5 May 2021
B Descending 10 August-1 September 2022
C Ascending 28 June-16 October 2022

To evaluate the proposed methods, we considered two sites, Site A and Site B, as
training and validation sets, using a two-fold cross-validation-like approach. In other
words, we first employed Site A as the training and Site B as the validation set and then,
we replicated the experiments switching the two sites (i.e., Site B as the training and
Site A as validation set). Note that, we randomly discarded some patches that did not
contain changes to reduce the number of negative training samples. In this way, we
obtained balanced training datasets with 50% of the patches containing at least one pixel of
change. For each validation set, instead, we considered all the patches available, to evaluate
the model on the real distribution of the data. In this way, we did not create statistical
distortions during the estimation of the models” performance. Finally, we tested our model
performance on the entire third site, Site C. The characteristics of the three sites are shown
in Table 3.
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Table 3. Details of the labeled open-pit mining sites used to train our model.
Site Size Pairs Number of Patches Number of Training Patches
A 5352 x 9356 3 2160 828
B 5099 x 4939 2 722 188
C 6040 x 6312 4 2208 -

For the labeling activities, we had to adequately define the changes we were inter-
ested in, avoid ambiguities, and guarantee a good level of consistency between labels.
Change detection is an important task in various applications, including flood detection,
disaster monitoring and hazard assessment, crop growth monitoring, urban planning, land
cover use, and natural resource management. The definition of what constitutes a change
is highly dependent on the application. For example, in urban planning activities, changes
related to weather conditions (e.g., rain, snow) may be irrelevant; meanwhile, they could
be important in agriculture applications. In our case, we only want to highlight changes
in reflectivity linked to modifications in the areas due to events like waste pile operations,
blasting, or collapsing. On the contrary, we do not want to highlight pseudo-change regions
in which, although there is a statistically reliable change in the reflectivity, there are no
effective changes of interest, e.g., equipment movements or humidity fluctuations. Dur-
ing the hand labeling operation, both the SAR amplitude pairs and the estimation of the
coherence [35] between the first and the second acquisition were used by the INSAR spe-
cialist to visually detect changes. Figure 1 shows an example of patches extracted from
our SAR change detection training dataset. Coherence plays a crucial role in providing
valuable insights into the stability and continuity of the observed surface. It quantifies
the degree of similarity between two radar images captured of the same area at different
times. By comparing the phase information of the radar waves reflected from the surface,
coherence measurements can reveal changes in the scattering characteristics of the terrain.
The coherence values obtained from radar images can offer valuable information about the
temporal behavior of an observed surface. Higher coherence values indicate a high degree
of similarity between radar returns, suggesting little to no changes in the surface properties
over time. This typically corresponds to areas with stable features such as buildings, roads,
or permanent structures. On the other hand, lower coherence values signify significant
changes in the observed area. These changes can arise from various factors such as alter-
ations in the surface morphology, vegetation growth or removal, changes in water bodies,
or the presence of moving objects. In such cases, the coherence measurements capture the
temporal discrepancies in the radar wave interactions, reflecting the dynamic nature of the
surface and highlighting areas that have undergone changes between the acquisition time
points. However, it is essential to underline that in our specific task, areas of low coherence
do not always indicate a change of interest. Indeed, for example, areas relating to pseudo
changes, even though they may have low coherence values, must not be highlighted as a
change. By incorporating coherence information into our change detection methodology,
as shown in the Section 4, we gained a more comprehensive understanding of the changes
occurring in the observed environment, allowing for a more robust and accurate open-pit
mine change detection model.
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Xpefore Xafter

Ground Truth

Figure 1. Example of SAR amplitudes, coherence, and ground truth patches extracted from our
SAR change detection training dataset. Higher coherence values (red pixels equal to 1) indicate a
high degree of similarity between the radar returns. Lower coherence values (blue pixels equal to 0)
indicate a low degree of similarity between the radar returns.

3. Method

Change detection is the process of identifying changes in a scene between two or
more co-registered acquisitions. We defined change detection as a binary segmentation
task carried out on pair of SAR images of the same area. The goal is to generate a binary
map y € {0,1}7*W such that y(i,j) = 1 when there is a change in location (i, j) and
y(i,j) = 0 when there is not. Our change detection model employs a U-Net [36], a standard
encoder—-decoder CNN used for semantic segmentation. The small number of training
patches available was the primary motivation behind utilizing the U-Net architecture. As
previously mentioned, to achieve a well-balanced training dataset with approximately 50%
of the patches containing at least one change pixel, we applied a random subsampling
technique to discard patches without changes. By reducing the number of negative samples
in the training data, we ensured a more stable and effective training procedure, mitigating
the impact of the small number of training patches on the model’s performance. This
approach allowed us to maximize the utility of the available training data and optimize the
change detection capabilities of our model. By utilizing the U-Net architecture, we tried
to optimize the performance of our change detection model, despite the challenges posed
by the small dimensions of our dataset, and to effectively capture and leverage contextual
information while minimizing the risk of overfitting. Despite that, in the Appendix A, we
compare three different change detection models taken from the literature. As we will show,
the results confirm U-Net’s ability to perform well with few training data. Indeed, the
comparison of architectures showed a negative impact on open-pit mine change detection
performance due to limited training patches. The scarcity of data restricts the models’ ability
to adapt to variations and complexities in the open-pit mine environment, necessitating a
large and variegated training dataset to achieve accurate change detection results.
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Denoting with zp,f,re € CH*W and z, Frer € CH*W the two SAR complex images, let us
define Xxpefore and X1y as their amplitude and p as an estimation [35] of their coherence:

Xbefore = ||Zbefore|| e RN
Xafter = qufterH € RHXW (1)
p= C(Zbeforefzufter) e RFW

The range of the amplitude values of real SAR images can be extremely broad, varying
across different target sites and radar sensors. This distribution variability can greatly
influence the training of deep learning models and, for this reason, we had to normalize the
original SAR amplitudes. In this work, we adopted the same modified z-score, followed by
a non linear normalization to the range [0-1] used in [35]. First, for the amplitude image x;,
we calculate the median absolute deviation (MAD) value using the following equation:

MAD = median(|x; — Xgataset|) )

Here, X145t Tepresents the median amplitude computed over the entire dataset. Next,
we transform the data into the modified Z-score domain by applying the following equation:

mz __ 0.6745 x (xl- - xdamset)
T MAD )
In this equation, x]"* represents the pixel-wise modified Z score. The fixed constant
0.6745, derived from [37], approximates the standard deviation. This transformation
effectively shifts any potential outliers far from zero. To achieve a standardized input
data distribution for network training, we apply the hyperbolic tangent (tanh) function,

resulting in the equation:
mz

1 x!
o — 2 (tanh(S-) + 1) 4)
norm

where x'°"™ represents the normalized amplitude values. The variable W = 3 serves as an
outlier detection threshold. Any data points with x"* scores exceeding W are considered
potential outliers and are discarded [37]. Finally, we normalize the obtained data to
the interval [0, 1]. Our change detection model takes as input the concatenation of the
amplitudes and the coherence employing an early fusion strategy:

x = (xbeforer Xafters p) € R W3 ®)
p= M(P,g(x) = Dy(Ep(x)), where My =Dyo& (6)

X

where Dy and Ey represent the encoder and decoder components of the model, and ¢ and
6 their weights. The model produces as output a binary probability map:

Mgp(x) € [0 — 1] 7)

Figure 2 shows the structure used to construct our network. The encoder, which ex-
trapolates useful features compressing the input image, is composed of four convolutional
blocks. Each block is structured by stacking a convolutional layer followed by a batch
normalization layer and an activation function (ReLU). On the other hand, the encoder path
used to retrieve the original image by mapping back the latent representation is composed
of another four convolutional blocks structured like the encoder blocks. In order to train
our model, we employed binary cross entropy loss:

Lop(y,x) = —ylog(Mpe(x)) + (y — 1) log(1 = My,e(x)) ®)

where y represents the label. Due to the small size of our dataset, during the model
training, we encountered several problems related to the training stability and overfitting.
To address these problems, we considered multiple data augmentations and included them
during the training of the model. In addition to the classic geometric transformations,
i.e., vertical/horizontal flip and shear, we introduced custom data augmentations. Input
channel swap is an operation used to make the model invariant to the temporal order in
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which the change occurred. It is computed by simply swapping the order of the xpefo, and
Xafter images in the network input.

32 64 32 UNet block

MxN
Xbefore 3 1 J

Xafter - > ‘:‘ (M+1)x(N+1)¢ S

©
& g 8 256 X256 3
P 256 X 256 % & & MxN «
g © ©
b & & MxN «
32 64 128 64 (M*W)X(N+1)¢ «
MxN 3 .
- ->
% % % % MxN
& 8 & % .
T =P reflective padding
conv 3x3 + relu
64 128 256 128
% > o o P
© Py >
128 256 512 256 =P 2 x UNet block
Nﬁ -> ‘}‘r\; ‘}‘A -> ‘\é =P max pool 2x2
* T =) Up-conv 2x2

Figure 2. Early fusion U-Net model.

Finally, we implemented a custom data augmentation for coherence. In particular, the
method consisted of randomly scaling the coherence in areas without change and having a
coherence lower than a predefined threshold .

p(x,y)-u, y(xy)=0andp(x,y) <7
Paug(X, ) = where u ~ Uniform[0 — 1] )
p(x,y), otherwise

In this way, we forced the network not to perform a simple coherence threshold, thus
making it robust for areas characterized by low coherence values (e.g., forest, grass) but
which do not contain a change of interest. The selection of each data augmentation was
carried on empirically by individually selecting it if it improved the validation results with
respect to the baseline without augmentations. Appendix B summarizes all the tested data
augmentation techniques and their individual improvement in the overall F1-Score.

Pseudo Labeling

To further improve the performance of our model, we also tested a pseudo-labeling
pipeline whose patch selection mechanism was extracted from two existing methodologies
in the literature [38,39]. Pseudo-labeling techniques use the network’s output as labels
for additional training data. This allows the network to use unlabeled data, which can be
particularly useful when annotated data are scarce or expensive to obtain. The two cate-
gories of pseudo-label techniques are online and offline methods. Online generation creates
pseudo-labels iteratively during the training process. On the other hand, offline generation
generates pseudo-labels only once during training. The benefit of offline learning is that the
pseudo-label does not change with each iteration, and the more iterations we train before
the generations, the higher the quality of the pseudo-label. Instead, the online generation
approach requires a consistent quality of pseudo-label during the training process. Unfor-
tunately, in the SAR domain, the amplitude distributions acquired in different areas are not
always comparable. As a result, introducing pseudo-labels online makes training unstable.
We, therefore, opted to generate labels offline and retrain the network from scratch using
the expanded training set.

For a binary classification task, let
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D={(xjy;):i€(1,...,N)} (10)

be the labeled set with N samples, where y; is the ground truth of the ith sample and x; its
corresponding feature image, as defined in Equation (5). Let define

U={u:ie(1,...,M)} (11)

as an unlabeled set with M samples, where u; is the feature image of the ith sample. We first
train the CNN on the labeled training set D, Mp. Once the network is trained on the
initial labeled training set D, we then used this to predict the labels for the unlabeled set
U. In particular, we use the model trained using D to generate the predictions for the
unlabeled set U. We then identify the patches, as in [39], where we are confident in the
change or no change classification for at least 90% of pixels within the patch.

i:{i

where ¢ = 0.85 is the confidence threshold, g = 0.9 is the pixel proportion threshold,
1 is the identity matrix, and / and w are the dimensions (height and width) of the image.
Finally, we add these predicted labels to the training, selecting a maximum number of them
to be at most equal to the number of the original training set, as

( 2 ]1((MD(ui))(w,h)>c)>>(q-H~W) Vie{l,...,M}} (12)
w=1,... W
h=1,..,.H

IC

Clst|l| <N
D

DU {(;, L(Mp(u;) > 05))|i € I} (13)

We retrain the network on this new expanded set, using the same loss function as
before, Equation (8). Algorithm 1 illustrates the pseudo-code, and Figure 3 shows a
schematic view of our pseudo-labeling. In the experiments presented in the next section,
we show that the semi-supervised strategy improved the classification performance.

Algorithm 1 Pseudo-labeling pseudo-code

Input: Labeledset D = {(x;,y;) :i € {1,...,N}}, unlabeled setU = {u; : i € {1,...,M}},
confidence threshold ¢, pixel proportion thresholds g

1: Train a model on D for K epochs and save the model Mp

2: Generate the predictions on the unlabeled set U identifying the patches with high-
confidence predictions:

f:{l-

3: Select pseudo-labels number at most equal to N

< ) ]1((/\/1D(ui))(w,h)>c)>>(q-H-W) Vie{l,...,M}}
ol

ICIst|I|<N
4: Add pseudo-labels into D:
D =DU{(u; 1(Mp(u;) >0.5))|i € I}

5. Retrain the model from scratch using D as training set
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Data H
' Inference
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Figure 3. Pseudo-labeling workflow: a set of labeled patches are used to train a model. The obtained
model is used to predict the changes in a set of unlabeled patches. A subset of these patches are selected
and merged with the labeled dataset. A new model is trained from scratch using the merged dataset.

4. Results

All the experiments were performed using PyTorch with an NVIDIA Tesla T4. Table 4 sum-
marizes the training parameters used for both two-fold cross-validation baseline experiments.

We evaluated the performance of our proposed method using F1 score with respect to
the change class as

Precision - Recall

F1=2.
Precision + Recall

where
TP

TP+ FP
TP

TP+ FN

Precision =

Recall =

TP, TN, FP, and FN are computed for the change class, and represent the true
positives, true negatives, false positives, and false negatives, respectively. To retrieve the
change mask we applied a 0.5 threshold to the output mask.
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Table 4. Training optimizer parameters used for validation.

Parameters Configuration

ATmin _ BVul BTmin _ AVal
Optimizer AdamW [40] AdamW [40]
Base learning rate 1x1073 1x1073
Weight decay 0.01 0.01
Amsgrad False False
Momentum B1,B2=0.9,0.999 B1,B2 =0.9,0.999
Batch size 64 64
Training epochs 300 400
Scheduler step 270 370
Scheduler value 0.1 0.1
Precision Mixed precision (16 bit) Mixed precision (16 bit)

4.1. Results on the Validation Sites

In the initial baseline experiments, we employed a U-Net model that solely utilized
the concatenated amplitude information from the two acquisitions as input. However,
as indicated in the first row of Table 5, the results demonstrated low Fl-score values. It
became evident that the model struggled to classify the changes accurately. Indeed, as
shown in Figures 4-7, the baseline model introduced false positives in areas where we
did not have an effective change, despite the low coherence values associated with them.
Indeed, areas characterized by low coherence values do not necessarily contain a change
of interest. It is also possible to highlight that the model trained with site B, despite a low
number of training patches, i.e., 188, generalized better on the validation set with respect to
the other configuration (Site A used for training). This behavior is caused by the fact that
mining area land use types are highly complex and heterogeneous. Mining sites frequently
have different amplitude distributions, due to the diverse land cover types within a single
scene. This heterogeneity, which complicates the detection and distinction of changes
within open-pit mines, demonstrates the need for training a model for this specific task.

Table 5. Validation results. We the report mean =+ std of three runs.

F1-Score
Configuration ATruin _ BVul BTrain _ AVul
Pseudo-Label Set B A
Baseline 0.4515 4 0.0288 0.5645 £ 0.0270
+ Coherence 0.6825 +0.0163 0.6375 + 0.0165
+ Augmentations 0.7064 4+ 0.0207 0.7730 £ 0.0096
+ Pseudo Labeling 0.7459 £ 0.0111 0.7938 = 0.0206

We conducted subsequent experiments to investigate the potential benefits of incor-
porating the coherence layer as an additional feature. Including coherence information
in the network yielded performance improvements, as illustrated in Table 5. The coher-
ence proved to be particularly valuable in both the two-fold cross-validation setups. This
outcome was significant, considering that Site A and Site B exhibited distinct amplitude
distributions among their respective patches. Consequently, the coherence played a crucial
role in bridging the gap between these diverse amplitude distributions. In addition, as
shown in Figures 4-7, the coherence helped the network to reduce false positive and better
delineate the edges of the change areas. Building upon these findings, the subsequent
experiments were designed to utilize the following fixed inputs: the amplitude of both
images, and the coherence between them.



Remote Sens. 2023, 15, 5664

12 of 22

Xbefore Xafter oherence Ground Truth

Baseline + Coherence + Augmentations

Figure 4. Comparison of the methods on a validation patch extracted from Site A.
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Figure 5. Comparison of the methods on a validation patch extracted from Site A.
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Figure 6. Comparison of the methods on a validation patch extracted from Site B.



Remote Sens. 2023, 15, 5664

13 of 22

Xbefore Xafter Coherence Ground Truth

|

+ Augmentations + Pseudo Labeling

Figure 7. Comparison of the methods on a validation patch extracted from Site B.

The limited size of our dataset presented challenges in terms of model training instabil-
ity and the potential for overfitting. To mitigate these issues, we implemented various data
augmentation techniques during the training process. By introducing these augmentations,
we aimed to enhance the robustness and generalization capabilities of the model. The
results of the trained model, incorporating all the described data augmentation techniques,
are presented in Table 5. As shown, the introduction of data augmentations yielded im-
proved Fl-scores in both two-fold cross-validation setups. This outcome highlights the
effectiveness of the augmentation strategies in enhancing the performance of the model.
By augmenting the dataset, we were able to increase the diversity and variability of the
training samples, enabling the model to learn more effectively and achieve better overall
results. Also in this case, Figures 4-7 show the improvement in the predictions.

To further enhance the results achieved using data augmentation techniques, we
implemented a pseudo-labeling pipeline that leveraged the network’s output as labels
for additional training data. The two-fold cross-validation setups were crucial in evalu-
ating the consistency and effectiveness of this proposed methodology. We identified the
200th epoch as the optimal candidate for generating pseudo-labels for all the experiments
conducted. Subsequently, we retrained the network from scratch, employing 100 epochs
for the first configuration (A" — BVa!) and 200 epochs for the second configuration
(Site BTrain — AVal) Tt s important to note that we selected the validation sets as the unla-
beled sets in both cases. The decision to use the validation dataset as an unlabeled dataset
was mainly due to two reasons. First, we wanted to demonstrate how inserting images,
which we validated in training, actually benefited the validation performance. Indeed, as
previously explained, different areas can have very different amplitude distributions in
SAR images. Therefore, the introduction of new different patches compared to the training
patches extracted for a single site helped the model to increase performance. At the same
time, the other motivation was related to being able to check the pseudo-labels with respect
to the real ground truths. As depicted in Figure 8, the quality of the pseudo-labels generated
by the final checkpoint exhibited high accuracy without introducing misclassification points
associated with pseudo-change areas. This pseudo-label accuracy subsequently led to a
notable performance enhancement when incorporated into the dataset for model retraining.
Including the pseudo-labeled data effectively contributed to further refining the model’s
ability to detect changes, resulting in an improved overall performance, as shown in Table 5.
This meant that the approach also allowed for the flexibility of retraining the model using
a new mining site as an unlabeled dataset, whenever predictions were required for that
particular site. To further assess the model’s performance, we visually examined its outputs
on selected examples extracted from both the validation sets. As depicted in Figures 4-7,
the retrained model exhibited accurate detection of changes within the mining sites. This
included the identification of large-scale changes, such as the expansion of the mining pit,
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as well as small-scale changes. Additionally, the model effectively mitigated false positives
associated with pseudo changes, correctly identifying stable areas as unchanged.

Xbefore Xafter Ground Truth Pseudo Label

I b
| 9on | 9

Figure 8. Examples of pseudo-labeled patches computed by the pseudo-labeling algorithm, to be

Example 1

Example 2

used as additional training data.

As we will demonstrate in the next section, the introduction of pseudo-labels during
the retraining phase enhanced the model’s generalization capacity, even when applied to a
third site (Site C) that was previously unknown to the model. By leveraging the information
contained within the pseudo-labels and incorporating them into the training process, the
model became more adept at detecting changes in unseen areas. This capability showcases
the robustness and adaptability of our approach, as the model successfully extended its
change detection capabilities to a new and unfamiliar site.

4.2. Results on the Test Site

We selected Site C as the test site to evaluate our change detection model’s perfor-
mance. Site C remained entirely unseen by the model during the training and validation
stages, thus providing a proper assessment of its generalization capabilities. This test site
possesses distinct characteristics compared to Site A and Site B, introducing new challenges
that the model had to effectively address to be considered a reliable change detection tool.
To evaluate the model’s performance on Site C, we employed both two-fold cross-validation
configurations. In particular, we conducted a comparative analysis between models trained
with and without the inclusion of pseudo-labeling, utilizing the data augmentation strate-
gies in both cases. The results of the model’s performance on our test site are presented in
Table 6. This evaluation allowed us to demonstrate the model’s ability to detect changes
accurately and reliably in a previously unseen environment, providing valuable insights
into its real-world applicability and generalization capabilities.

Table 6. Test results. We report the mean =+ std over three runs.

F1-Score
ATruin _ BVal

BTruin _ AVul

Pseudo-Label Set B A
+ Augmentations 0.7549 £ 0.0086 0.7652 £ 0.0077
+ Pseudo Labeling 0.7908 £ 0.0118 0.7742 £ 0.0106

The effectiveness of our proposed deep learning methodology for change detection in
the mining sector using SAR images is demonstrated through the visual examples depicted
in Figures 9-12.
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Figure 9. Comparison of the methods on a test patch.
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Figure 10. Comparison of the methods on a test patch.
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Figure 11. Comparison of the methods on a test patch.
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Figure 12. Comparison of the methods on a test patch.

The retrained model showcased its capability to accurately detect changes of various
scales, encompassing both large-scale transformations and slight alterations within the
mining sites. These visual examples prove the model’s ability to accurately discern changes.
It identified and highlighted significant changes, suppressing false positives and ensuring
that stable areas were appropriately classified as unchanged. In summary, our results
demonstrate the efficacy of our proposed deep learning methodology for change detection
in the mining sector using SAR images. The model consistently achieved high Fl-score
values, indicating its robust performance in accurately identifying changes within the
mining sites. These findings emphasize the potential of deep learning approaches to deliver
reliable and precise change detection outcomes in the mining sector, leveraging the power
of SAR data for enhanced monitoring and decision-making processes.

5. Discussion

As already highlighted in [10], the need for a specialized model trained on open-pit
mines arises from the complex nature of this domain. Unlike many traditional change
detection tasks, open-pit mines present unique challenges. The coexistence of diverse
land cover types, coupled with various types of changes within the mining environment,
makes this a particularly intricate task. Furthermore, SAR images can be challenging
to interpret due to their complex interactions with the ground. Indeed, the backscatter
signal may vary significantly based on surface roughness, incidence angle, and temporal
differences [41]. To address these challenges, our study focused on developing a deep
learning model specifically tailored to open-pit mine change detection. We acknowledged
the limitations of traditional signal processing methods [30] and, by doing so, aimed to
achieve more effective and accurate change detection in this sector. The low F1-score values
in Table 5, obtained when employing only the amplitude information, demonstrate that
the model could not generalize on different land cover distributions and only classified
areas linked to actual changes related to mining operations. Thus, SAR amplitude data
alone may not capture specific, subtle changes effectively or distinguish slight variations.
The pivotal roles of data augmentations and the coherence layer as indispensable elements
were confirmed by the significant improvements in the F1-score values. As shown in Table 5,
coherence proved to be additional information fundamental for eliminating false positives
related to pseudo changes and for addressing the lack of data, which does not allow the
model to generalize from different amplitude distributions. It is essential to highlight that
our method is the first in the literature to employ coherence with amplitude in a change
detection task, underscoring the potential of INSAR data when integrated effectively into
deep learning frameworks. On the other hand, as shown in Tables 5, 6 and A2, the data
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augmentation techniques employed were found to have a significant positive impact on the
performance of our change detection model, helping the model to mitigate overfitting and
improve robustness; despite being SAR acquisition side-look, the image physical structures
were not always preserved. Finally, the F1-score values in Tables 5 and 6 illustrate how,
when dealing with a limited number of labels, the integration of a pseudo-labeling pipeline
could enhance he model accuracy, without compromising its performance by introducing
misclassified points associated with pseudo changes. The comparison results in Appendix A
highlight the limitations of our work, reinforcing the importance of having a large and
diverse training dataset, particularly for complex tasks such as open-pit mine change
detection. These findings emphasize the need for further research, to concentrate on
strategies for acquiring and augmenting data. By addressing the limitations imposed by
the scarcity of training data, we can enhance the performance of deep learning architectures
in this domain. Future works will focus on expanding the dataset to incorporate a broader
range of diverse mining sites and investigating the applicability of different deep learning
architectures for change detection in open-pit mines. Expanding the dataset will allow the
inclusion of additional mining sites with distinct characteristics and variations in land use
types. This diversity will enable our models to learn and generalize across various scenarios,
improving their adaptability and accuracy in change detection tasks. In addition, expanding
the dataset will also allow exploring alternative deep-learning architectures that hold
potential for advancing the field of open-pit mine change detection. An example could be
employing a recurrent model to manage multiple images spanning an extended time period,
such as considering a sequence of three or more images. This expanded temporal context
could allow a deeper analysis of the progressive changes occurring between multiple
time points. Consequently, the model could become more adept at discerning nuanced
variations and complex transformations, particularly in regions undergoing gradual or
subtle alterations. Through these future perspectives, we aim to enhance the capabilities of
our deep learning model in open-pit mine change detection, paving the way for improved
monitoring and environmental management practices in the mining industry.

6. Conclusions

In this paper, we proposed a deep learning methodology for change detection in the
mining sector using SAR images. The proposed method is based on a CNN architecture,
which was trained on a dataset of SAR images of mining sites. SAR data for change detec-
tion have several advantages. Indeed, the images can be acquired regardless of weather or
lighting conditions, providing information about the earth’s surface. Additionally, they can
be used to monitor changes in large areas with high resolution and accuracy, making them
an attractive option for monitoring mining operations. Unfortunately, there are no public
SAR change detection datasets for the case of open-pit mines. For this reason, despite the
high human cost, we created a new dataset annotated by experts in the field. To evaluate
the effectiveness of our approach, we conducted experiments on three different mining
sites: Site A, Site B, and Site C. These sites were chosen as they represent the types of mining
operations commonly found and have different characteristics, providing a comprehensive
evaluation of the model’s performance. The visual results of the experiments, together
with the F1 Score values obtained, demonstrate that the proposed model could effectively
identify changes. The use of coherence information, data augmentation techniques, and
a pseudo-labeling algorithm significantly improved the model’s performance. To further
evaluate the model’s generalization capabilities, we tested it on Site C, which was com-
pletely unseen by the model during training and validation. Our results demonstrate the
potential of deep learning approaches for change detection in the mining sector using
SAR data. The proposed methodology can provide reliable and accurate results, which
can be used to support decision-making in the mining industry, monitor the evolution of
mining operations, detect illegal mining activities, or monitor the impact of mining on
the environment.
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Appendix A

We conducted an ablation study to examine the impact of different architectures on
our change detection task. As mentioned in Section 3, the small number of training patches
available was the primary motivation behind utilizing the U-Net architecture. Despite that,
we compared three different change detection networks taken from the literature, to test
our assumption regarding the choice of U-Net and evaluate the impact of each architecture
on the performance improvement. The models used amplitudes and coherence as input
and employed data augmentations during training.

Appendix A.1. Comparison

The first model considered was a simple extension of our U-Net to a Siamese paradigm,
following the structure presented in [20]. Tiny-CD (EfficientNet v0) [42] was the second
model considered for our comparison. It effectively utilizes low-level features and mini-
mizes the number of model parameters. The model introduces a novel strategy for feature
mixing, enabling spatio-temporal correlations with low computational complexity. Addi-
tionally, it incorporates a fast attention mechanism (MAMB) that refines low-resolution
results using localized features and a pixel-wise classifier to generate precise change masks.
Finally, ChangerEx (ResNet18) [43] was the last change detection model taken into account.
In this work, the model incorporated an “exchange” interaction that enabled the exchange
of bi-temporal feature maps. This exchange process occurred in either the spatial or channel
dimension, allowing for the mixing of the exchanged features as they passed through the
subsequent convolution layers. As a result, the contextual information of the bi-temporal
features could be perceived through mutual learning, facilitated by the feature exchange
and subsequent mix layers.

We compared the architectures and evaluated their impact on the performance of the
open-pit mine change detection task, as summarized in Table Al. All the models showed
a negative impact on task performance. We identified that the main factor contributing
to this decline in performance was the limited number of training patches available for
these models. As mentioned in Section 4.1, it was noticed that the performance of the
U-Net model trained with site B (188 training patches) demonstrated superior generaliza-
tion on the validation set compared to the other configuration using site A for training
(828 training patches). This observation can be attributed to Site B’s complex and hetero-
geneous land use types. However, the other architectures exhibited the opposite trend,
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indicating that their performance depended more on the amount of training data avail-
able. Indeed, it can be seen that the F1 score values were higher when Site A was used
for training. The scarcity of training data poses a challenge for these architectures, as
they require more diverse data to learn the patterns and characteristics of open-pit mine
changes effectively. The insufficient number of training patches restricted the models’
ability to generalize and adapt to different variations and complexities in the open-pit
mine environment. The models struggled to accurately detect and classify the changes
without an adequate representation of the diverse scenarios and changes. These results
underscore the importance of the availability and diversity of training data in achieving
optimal performance, in addition to the complexity of the chosen model. A comprehensive
and diverse training dataset is crucial for capturing the complex variations and characteris-
tics or open-pit mines, enabling deep learning models to generalize effectively and deliver
accurate change detection results.

Table A1. Result comparison between the different architectures. We report the mean + std over

three runs.
F1-Score
Configuration ATrain _ BVal BTruin _ AVal
U-Net 0.7064 + 0.0207 0.7730 + 0.0096
Siamese U-Net 0.6653 £ 0.0081 0.5338 4+ 0.0224
TinyCD 0.6518 = 0.0134 0.3129 4+ 0.0278
ChangerEx 0.5906 + 0.0001 0.5813 4+ 0.0001
Appendix B

This paragraph describes an ablation study conducted to investigate the impact of
different data augmentation techniques on our deep learning model. The study was
carried out using the baseline model and training configuration that had been previously
employed. The purpose is to identify the contribution of each data augmentation technique
to the overall improvement in model performance. To do this, we explain how each data
augmentation technique was implemented during training and then assess the resulting
improvement in model performance attributable to each technique separately.

Appendix B.1. Data Augmentation Techniques

Data augmentation means artificially increasing the dataset’s size by applying var-
ious transformations to the original data. This can help to prevent overfitting, improve
generalization, and increase the robustness of the model to variations in the input data.
In this work, in addition to the classic geometric transformations, i.e., vertical /horizontal
flip and shear, we have also introduced channel swap and coherence scaling as custom
data augmentation for the change detection task. Note that, for all these techniques, we set
a probability of 50% for an image to be used in the original or augmented version.

Geometric transformations are simple and inexpensive to implement in computer
vision tasks. The most common one is flipping, which involves creating a mirror image of
the original data. When flipping an image along its horizontal or vertical axis, the resulting
image appears to be rotated by 180 degrees. It is essential to highlight that since the
SAR image is acquired in side look mode, the horizontal flip does not alter the acquisition
geometry. On the other hand, the vertical flip makes the geometric distortions appear on
the opposite side. The last geometric data augmentation employed is the shear, which is
a transformation that changes the shape of image distorting them along a selected axis.
Also in this case, being SAR acquisition side-look, the SAR image physical structures are
not preserved. In our experminet, we randomly set the shear rotation to be in the y-axis
angle range [—10°, +10°].

As previously discussed, input channel swapping is one of the custom data augmenta-
tion techniques utilized in the change detection task. This technique involves swapping
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the order of the input images in the model, Xy, f,re and x,¢t,. The primary objective of this
operation is to ensure that the model is invariant to the temporal order of the images and
can accurately detect changes regardless of whether they occurred in the past or present.
By swapping the input channels, the model is exposed to the same spatial features and
image structure but with the temporal order reversed. This allows the model to learn to
distinguish changes between two images based solely on the spatial content and not the
order of the images. In addition to the previously discussed custom data augmentation
techniques, another method was implemented specifically for the coherence information in
the change detection task. This approach involves randomly scaling the coherence values in
areas without change, as described in Equation (9). The primary objective of this technique
is to prevent the network from relying solely on simple thresholding of coherence, which
can lead to inaccuracies and reduced performance in areas with low coherence values, such
as forests or grass. By randomly scaling the coherence values, the model is exposed to a
wider range of coherence levels in non-change areas, which can help it to be more robust
and adaptive to varying levels of coherence. This custom data augmentation technique is
particularly useful in remote sensing applications where coherence may be used as a key
indicator of changes in the landscape.

Appendix B.2. Results

The data augmentation techniques described in this study were found to have a
significant positive impact on the performance of the change detection model, as shown
in Table A2. In particular, the input channel swapping technique improved the model’s
invariance to the temporal order of images and led to more accurate detection of changes.
The random scaling of coherence in areas without change also proved to be an effective
technique for improving the model’s robustness to areas with low coherence values. The use
of geometric transformations is a simple and effective data augmentation method for
improving a model’s ability to generalize to different orientations of images. Although the
physical structure of SAR data is not maintained with either shear or vertical flip, they
contribute to the model’s ability to generalize due to the limited training set of patches
used during training. Overall, as shown in Table 5, combining these data augmentation
techniques led to a significant improvement in the model’s accuracy and robustness in
detecting changes in open-pit mines.

Table A2. Data augmentations that were individually evaluated.

Data Augmentation F1-Score
Baseline -
Veritical Flip +3.8%
Horizontal Flip +6.6%
ShearY [—10°,+10°] +5.1%
Swap +4.3%
Coherence Scaling [t = 0.10] +2.5%

References

1. Zibret, G.; Gosar, M.; Miler, M.; Alijagi¢, J. Impacts of Mining and Smelting Activities on Environment and Landscape Degrada-
tion—Slovenian Case Studies. Land Degrad. Dev. 2018, 29, 4457-4470. [CrossRef]

2. Larondelle, N.; Haase, D. Valuing Post-Mining Landscapes Using an Ecosystem Services Approach—An Example from Germany.
Ecol. Indic. 2012, 18, 567-574. [CrossRef]

3. Brown, M.T. Landscape Restoration Following Phosphate Mining: 30 Years of Co-Evolution of Science, Industry and Regulation.
Ecol. Eng. 2005, 24, 309-329. [CrossRef]

4. Becker, D.A.; Wood, P.B.; Strager, M.P.; Mazzarella, C. Impacts of Mountaintop Mining on Terrestrial Ecosystem Integrity:
Identifying Landscape Thresholds for Avian Species in the Central Appalachians, United States. Landscape Ecol. 2015, 30, 339-356.
[CrossRef]

5. Carrick, PJ.; Kriiger, R. Restoring Degraded Landscapes in Lowland Namaqualand: Lessons from the Mining Experience and
from Regional Ecological Dynamics. J. Arid. Environ. 2007, 70, 767-781. [CrossRef]

6. Huttl, RF; Gerwin, W. Landscape and Ecosystem Development after Disturbance by Mining. Ecol. Eng. 2005, 24, 1-3. [CrossRef]


http://doi.org/10.1002/ldr.3198
http://dx.doi.org/10.1016/j.ecolind.2012.01.008
http://dx.doi.org/10.1016/j.ecoleng.2005.01.014
http://dx.doi.org/10.1007/s10980-014-0134-8
http://dx.doi.org/10.1016/j.jaridenv.2006.08.006
http://dx.doi.org/10.1016/j.ecoleng.2004.12.002

Remote Sens. 2023, 15, 5664 21 of 22

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

27.

28.

29.

30.

31.

32.

33.

34.

Acosta, J.A.; Faz, A.; Martinez, P; Martinez-Martinez, S.; Mufioz, M.A..; Zornoza, R.; Bech, J. Chapter 5—Environmental Risk
Assessment of Tailings Ponds Using Geophysical and Geochemical Techniques. In Assessment, Restoration and Reclamation of
Mining Influenced Soils; Bech, J., Bini, C., Pashkevich, M.A., Eds.; Academic Press: Cambridge, MA, USA, 2017; pp. 135-148,
ISBN 9780128095881.

Rabinowitz, P.; Conti, L. Links Among Human Health, Animal Health, and Ecosystem Health. Annu. Rev. Public Health 2013, 34,
189-204. [CrossRef]

Patterson, ].M.; Shappell, S.A. Operator Error and System Deficiencies: Analysis of 508 Mining Incidents and Accidents from
Queensland, Australia Using HFACS. Accid. Anal. Prev. 2010, 42, 1379-1385. [CrossRef]

Li, J.; Xing, J.; Du, S.; Du, S.; Zhang, C.; Li, W. Change Detection of Open-Pit Mine Based on Siamese Multiscale Network. IEEE
Geosci. Remote Sens. Lett. 2023, 20, 1-5. [CrossRef]

Nascimento, FS.; Gastauer, M.; Souza-Filho, PW.M.; Nascimento, W.R.; Santos, D.C.; Costa, M.F. Land Cover Changes in
Open-Cast Mining Complexes Based on High-Resolution Remote Sensing Data. Remote Sens. 2020, 12, 611. [CrossRef]

Du, S.; Li, W,; Li, ].; Du, S.; Zhang, C.; Sun, Y. Open-Pit Mine Change Detection from High Resolution Remote Sensing Images
Using DA-UNet++ and Object-Based Approach. Int. J. Min. Reclam. Environ. 2022, 36, 512-535. [CrossRef]

Bazi, Y.; Bruzzone, L.; Melgani, F. An Unsupervised Approach Based on the Generalized Gaussian Model to Automatic Change
Detection in Multitemporal SAR Images. IEEE Trans. Geosci. Remote Sens. 2005, 43, 874-887. [CrossRef]

Liu, L.; Jia, Z.; Yang, J.; Kasabov, N.K. SAR Image Change Detection Based on Mathematical Morphology and the K-Means
Clustering Algorithm. IEEE Access 2019, 7, 43970-43978. [CrossRef]

Bazi, Y.; Bruzzone, L.; Melgani, F. Automatic Identification of the Number and Values of Decision Thresholds in the Log-Ratio
Image for Change Detection in SAR Images. IEEE Geosci. Remote Sens. Lett. 2006, 3, 349-353. [CrossRef]

Hou, B.; Wei, Q.; Zheng, Y.; Wang, S. Unsupervised Change Detection in SAR Image Based on Gauss-Log Ratio Image Fusion and
Compressed Projection. IEEE . Sel. Top. Appl. Earth Obs. Remote Sens. 2014, 7, 3297-3317. [CrossRef]

Gong, M.; Cao, Y.; Wu, Q. A Neighborhood-Based Ratio Approach for Change Detection in SAR Images. IEEE Geosci. Remote Sens.
Lett. 2012, 9, 307-311. [CrossRef]

Benedek, C.; Sziranyi, T. A Mixed Markov Model for Change Detection in Aerial Photos with Large Time Differences. In Proceed-
ings of the 2008 19th International Conference on Pattern Recognition, Tampa, FL, USA, 8-11 December 2008; pp. 1-4.
Benedek, C.; Sziranyi, T. Change Detection in Optical Aerial Images by a Multilayer Conditional Mixed Markov Model. I[EEE
Trans. Geosci. Remote Sens. 2009, 47, 3416-3430. [CrossRef]

Caye Daudyt, R.; Le Saux, B.; Boulch, A. Fully Convolutional Siamese Networks for Change Detection. In Proceedings of the 2018
25th IEEE International Conference on Image Processing (ICIP), Athens, Greece, 7-10 October 2018; pp. 4063—4067.

Lebedev, M.A.; Vizilter, Y.V.; Vygolov, O.V,; Knyaz, V.A.; Rubis, A.Y. Change Detection in Remote Sensing Images Using
Conditional Adversarial Networks. Int. Arch. Photogramm. Remote Sens. Spatial Inf. Sci. 2018, 42, 565-571. [CrossRef]

Ji, S.; Wei, S.; Lu, M. Fully Convolutional Networks for Multisource Building Extraction From an Open Aerial and Satellite
Imagery Data Set. IEEE Trans. Geosci. Remote Sens. 2019, 57, 574-586. [CrossRef]

Lee, J. Digital Image Enhancement and Noise Filtering by Use of Local Statistics. IEEE Trans. Pattern Anal. Mach. Intell. 1980, 2,
165-168. [CrossRef]

Xie, H.; Pierce, L.E.; Ulaby, ET. SAR speckle reduction using wavelet denoising and Markov random field modeling. IEEE Trans.
Geosci. Remote Sens. 2002, 40, 2196-2212. [CrossRef]

Deledalle, C.; Denis, L.; Tupin, E. Iterative Weighted Maximum Likelihood Denoising with Probabilistic Patch-Based Weights.
IEEE Trans. Image Process. 2009, 18, 2661-2672. [CrossRef]

Qu, X;; Gao, F; Dong, J.; Du, Q.; Li, H.-C. Change Detection in Synthetic Aperture Radar Images Using a Dual-Domain Network.
IEEE Geosci. Remote Sensing Lett. 2022, 19, 1-5. [CrossRef]

Wang, J.; Gao, F.; Dong, J. Change Detection from SAR Images Based on Deformable Residual Convolutional Neural Networks; Association
for Computing Machinery: New York, NY, USA, 2021.

Jia, M.; Zhao, Z. Change Detection in Synthetic Aperture Radar Images Based on a Generalized Gamma Deep Belief Networks.
Sensors 2021, 21, 8290. [CrossRef] [PubMed]

Li, L.; Ma, H.; Jia, Z. Change Detection from SAR Images Based on Convolutional Neural Networks Guided by Saliency
Enhancement. Remote Sens. 2021, 13, 3697. [CrossRef]

Jaturapitpornchai, R.; Matsuoka, M.; Kanemoto, N.; Kuzuoka, S.; Ito, R.; Nakamura, R. Newly Built Construction Detection in
SAR Images Using Deep Learning. Remote Sens. 2019, 11, 1444. [CrossRef]

Gao, F; Wang, X.; Gao, Y,; Dong, ].; Wang, S. Sea Ice Change Detection in SAR Images Based on Convolutional-Wavelet Neural
Networks. IEEE Geosci. Remote Sens. Lett. 2019, 16, 1240-1244. [CrossRef]

Pang, L.; Sun, J.; Chi, Y,; Yang, Y.; Zhang, F.; Zhang, L. CD-TransUNet: A Hybrid Transformer Network for the Change Detection
of Urban Buildings Using L-Band SAR Images. Sustainability 2022, 14, 9847. [CrossRef]

Du, Y.; Zhong, R.; Li, Q.; Zhang, F. TransUNet++SAR: Change Detection with Deep Learning about Architectural Ensemble in
SAR Images. Remote Sens. 2023, 15, 6. [CrossRef]

Prati, C.; Rocca, F; Guarnieri, A.M.; Pasquali, P. Interferometric Techniques and Applications; ESA Study Contract Report Contract
N.3- 7439/92 /HGE-], Ispra, Italy, 1994; European Space Agency: Paris, France, 2007. Available online: https://esamultimedia.
esa.int/multimedia/publications/TM-19/TM-19_InSAR_web.pdf (accessed on 11 May 2023).


http://dx.doi.org/10.1146/annurev-publhealth-031912-114426
http://dx.doi.org/10.1016/j.aap.2010.02.018
http://dx.doi.org/10.1109/LGRS.2022.3232763
http://dx.doi.org/10.3390/rs12040611
http://dx.doi.org/10.1080/17480930.2022.2072102
http://dx.doi.org/10.1109/TGRS.2004.842441
http://dx.doi.org/10.1109/ACCESS.2019.2908282
http://dx.doi.org/10.1109/LGRS.2006.869973
http://dx.doi.org/10.1109/JSTARS.2014.2328344
http://dx.doi.org/10.1109/LGRS.2011.2167211
http://dx.doi.org/10.1109/TGRS.2009.2022633
http://dx.doi.org/10.5194/isprs-archives-XLII-2-565-2018
http://dx.doi.org/10.1109/TGRS.2018.2858817
http://dx.doi.org/10.1109/TPAMI.1980.4766994
http://dx.doi.org/10.1109/TGRS.2002.802473
http://dx.doi.org/10.1109/TIP.2009.2029593
http://dx.doi.org/10.1109/LGRS.2021.3073900
http://dx.doi.org/10.3390/s21248290
http://www.ncbi.nlm.nih.gov/pubmed/34960383
http://dx.doi.org/10.3390/rs13183697
http://dx.doi.org/10.3390/rs11121444
http://dx.doi.org/10.1109/LGRS.2019.2895656
http://dx.doi.org/10.3390/su14169847
http://dx.doi.org/10.3390/rs15010006
https://esamultimedia.esa.int/multimedia/publications/TM-19/TM-19_InSAR_web.pdf
https://esamultimedia.esa.int/multimedia/publications/TM-19/TM-19_InSAR_web.pdf

Remote Sens. 2023, 15, 5664 22 of 22

35.

36.

37.

38.

39.

40.

41.

42.

43.

Murdaca, G.; Rucci, A.; Prati, C. Deep Learning for INSAR Phase Filtering: An Optimized Framework for Phase Unwrapping.
Remote Sens. 2022, 14, 4956. [CrossRef]

Ronneberger, O.; Fischer, P.; Brox, T. U-Net: Convolutional Networks for Biomedical Image Segmentation. In Proceedings of the
Medical Image Computing and Computer-Assisted Intervention—MICCAI 2015, Munich, Germany, 5-8 October 2015; Springer:
Cham, Switzerland, 2015; pp. 234-241.

Iglewicz, B.; Hoaglin, D.C. How fo Detect and Handle Outliers; ASQC Quality Press: Milwaukee, WI, USA 1993; Volume 16.
Sohn, K.; Berthelot, D.; Carlini, N.; Zhang, Z.; Zhang, H.; Raffel, C.A.; Cubuk, E.D.; Kurakin, A.; Li, C.-L. FixMatch: Simplifying
Semi-Supervised Learning with Consistency and Confidence. In Proceedings of the Advances in Neural Information Processing
Systems, Vancouver, BC, Canada, 6-12 December 2020; Curran Associates, Inc.: Red Hook, NY, USA, 2020; Volume 33, pp. 596-608.
Ganju, S.; Paul, S. Flood Segmentation on Sentinel-1 SAR Imagery with Semi-Supervised Learning. In Proceedings of the Climate
Change Al, Vancouver, BC, Canada, 14 December 2021.

Loshchilov, I.; Hutter, F. Decoupled Weight Decay Regularization. In Proceedings of the 7th International Conference on Learning
Representations (ICLR 2019), New Orleans, LA, USA, 6-9 May 2019.

Ferretti, A. Satellite InSAR Data: Reservoir Monotoring from Space; Education Tour Series; EAGE: Houten, The Netherlands, 2014;
ISBN 9789073834712.

Codegoni, A.; Lombardi, G.; Ferrari, A. TINYCD: A (Not So) Deep Learning Model For Change Detection; Springer: Berlin/Heidelberg,
Germany, 2022.

Fang, S.; Li, K; Li, Z. Changer: Feature Interaction Is What You Need for Change Detection. IEEE Trans. Geosci. Remote. Sens.
2022, 61,5610111. [CrossRef]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.


http://dx.doi.org/10.3390/rs14194956
http://dx.doi.org/10.1109/TGRS.2023.3277496

	Introduction
	Dataset
	Method
	Results
	Results on the Validation Sites
	Results on the Test Site

	Discussion
	Conclusions
	Appendix A
	Appendix A.1

	Appendix B
	Appendix B.1
	Appendix B.2

	References

