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Abstract: The digital twin is one of the most promising technologies for realizing smart cities in terms
of planning and management. For this purpose, Milan, Italy, has started a project to acquire aerial
nadir and oblique images and LiDAR and terrestrial mobile mapping data. The Leica CityMapper-2
hybrid sensor has been used for aerial surveys as it can capture precise and high-resolution multiple
data (imagery and LiDAR). The surveying activities are completed, and quality checks are in progress.
This paper concerns assessing aerial LIDAR data of a significant part of the metropolitan area,
particularly evaluating the accuracy, precision, and congruency between strips and the point density
estimation. The analysis has been conducted by exploiting a ground control network of GNSS and
terrestrial LIDAR measurements created explicitly for this purpose. The vertical component has an
accuracy root mean square error (RMSE) of around 5 cm, and a horizontal component of around
12 cm. Meanwhile, the precision RMSE ranges from 2 to 8 cm. These values are suitable for generating
products such as DSM/DTM.

Keywords: city digital twin; hybrid sensor; airborne laser scanning; quality evaluation

1. Introduction

Digital twin technology shows excellent potential for creating smart cities through
effective planning and management. Multiple authors [1-4] have highlighted its range
of applications, including investigating energy consumption [5], enhancing security [6],
performing healthcare analysis [7], and improving mobility [8].

Indeed, many cities in the world started the creation of their digital twin, such as
Zurich [9], Vienna [10], Helsinki [11], and Singapore [12]. Among the others, two initiatives
have some aspects in common with Milan’s project: the 3DNL [13,14] and Germany’s
digital twin [15]. The former aims at creating a 3D digital model of the Netherlands and is
based on the same technologies mentioned in the present paper; the other one is promoted
by BKG (Bundesamt fiir Kartographie und Geodésie) and has the goal of creating the digital
twin of the whole of Germany by employing single-photon LiDAR [16].

Cities are incredibly complex systems that are constantly evolving and changing
due to various factors. Economic and political activities, social and cultural settings, and
physical elements shape a city over time [17]. Because of this complexity, defining a digital
twin cannot be easy; different parties may have unique visions and ideas about what a
digital twin should be [18]. In the context of this paper, the concept of a digital twin refers
specifically to the geometric one in its more geomatic sense. Under this definition, a digital
twin is a representation of the real world at a given point in time. From this point of view, a
city’s digital twin, in terms of its geometry, forms the framework for incorporating other
information with a corresponding location. As a result, having this foundation layer with
the highest possible quality and encompassing as many aspects as possible in all three
dimensions is crucial.
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According to this definition, a digital twin is a virtual representation of the physical
world at a specific moment. This means that all the data involved, including geospatial
data, should be regularly updated in almost real time. However, acquiring geometric data
so quickly is not feasible, and it is essential to plan their updating regularly [19]. From this
perspective, Milan has planned to acquire new datasets again next year through a new call
for tenders.

In recent years, the growing importance of digital twins has increased the demand for
more precise and diverse data with higher resolutions. This trend necessitates adopting
more effective and dependable methods to ensure the quality of the data collected.

Traditional methods used to determine the accuracy of airborne laser scanner (ALS)
data often compare isolated ground control points to triangulated meshes (the DSM, digital
surface model, or DTM, digital terrain model) generated from aerial data. This method
exploits a small number of isolated points to qualify millions of LiDAR points, which
results in a less accurate process. Furthermore, the incorrect use of this approach, which
confuses, for instance, the accuracy at the nodes with the accuracy at the interpolated
points, results in different numeric results [20]. Historically, this method was chosen due to
the relatively sparse spatial density of LIDAR points. As the point densities of airborne
LiDAR datasets continue to rise, it becomes increasingly crucial to conduct complete three-
dimensional (3D) absolute accuracy evaluations of the associated LiDAR point clouds. It
is a common misconception among casual users of LIDAR data that higher-point-density
data indicate higher-accuracy data. However, it is essential to note that the accuracy of
LiDAR is a direct function of the error balance inherent in the system, and its operation is
independent of point density. Therefore, it is crucial to conduct comprehensive accuracy
assessments to ensure the data are reliable and can be used confidently in business or
academic settings [21].

Assessing the quality of LIDAR data in terms of accuracy both horizontally and verti-
cally can be challenging. Indeed, in practice, only vertical accuracy is typically evaluated,
and assuming any deviation in horizontal accuracy will affect it. When assessing horizontal
precision, overlapping swaths can sometimes be used to compare and obtain the systematic
errors inherent in the instrument [22]. One way to carry this out is by extracting planar
features [23,24] using methods such as manual selection, region growing, random sample
consensus (RANSAC) segmentation, or the iterative closest point (ICP) method. Linear
features are also commonly extracted in overlapping swaths and used for precision analy-
sis [25,26]. These methods focus on precision using inter-swath point clouds and are based
on the same technical foundation as absolute accuracy assessment in a full 3D context.

For a complete accuracy evaluation, it is necessary to collect ground truth surveys
independently from airborne data collection. A standard method involves comparing the
actual ground control points (GCPs) with their corresponding points in the LIDAR data to
assess the accuracy of a LIDAR point cloud. Each pair of points includes the coordinates
of the GCP (x0, y0, and z0) and its corresponding LiDAR point (X, y, and z), which are
then compared to determine the positional difference (Ax, Ay, and Az) vector. Some
methods use 3D geometrical features to determine horizontal and vertical accuracy [21].
This approach differs from the conventional one because it does not directly measure a
GCP using a GNSS receiver or a total station. Instead, a GCP is estimated from a geometric
feature in the point cloud obtained from the ground truth survey. For example, a GCP
can be calculated as the intersection point of two mathematically modeled lines based
on surveyed point cloud data. Point clouds of geometric features can be collected via
stationary scanning LiDAR, a total station with scanning capabilities, a mobile LiDAR
scanner, drone-based LiDAR, or any system calibrated with GNSS accuracy. The data
are then processed to extract geometric features. The accuracy of the LiDAR point cloud
is then determined by analyzing the difference vectors of all point pairs. Elevated and
isolated point targets [27,28], ground truth surveys [29,30], and geometric features [21,31]
commonly perform 3D absolute accuracy assessments.
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1.1. Milan’s Digital Twin Project

Milan, located in the Lombardy region, Northern Italy (Figure 1), has started a project
to acquire a detailed digital twin of the metropolitan area. A call for tenders was published
in late 2020 regarding acquiring aerial nadir and oblique images, LIDAR, and terrestrial
mobile mapping data.
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Figure 1. The metropolitan area of Milan covers an area of 1776 square kilometers; Zonel and Zone2
are colored in green and blue, respectively. In the accompanying frames, the location of the site within
the Lombardy region and Italy is displayed.

A temporary joint venture composed of four companies won the tender. CGR is an
Italian company located in Parma, near the airport, which serves as the operating base
for its fleet of aircraft. The company is a leading provider of photogrammetry and remote
sensing services throughout Europe, incorporating advanced digital sensor technologies,
including LiDARs and multispectral sensors. CycloMedia is a Dutch company that uses
a specialized MMS (mobile mapping system) technology to acquire LiDAR, capture 360°
panoramic photographs of large areas, and store them in an online database to visualize
and manage environments systematically. ESRI Italia S.p.A. is a prominent member of ESRI
One Company and serves as the official distributor of its products in Italy. The company
specializes in geospatial solutions and provides comprehensive services and support
for all application areas where geoinformation data are essential. SIT S.r.l. is an Italian
company recently acquired by MERMEC Engineering and has experience in topographic
and cartographic sectors, including surveying, geodata processing, cartography production,
and geodatabase creation. Each company’s role in the venture is closely tied to their skills.
CGR was responsible for surveying and processing all aerial data, while CycloMedia was
tasked with mobile mapping surveying. ESRI Italia managed the produced data, and SIT
created and measured the ground control network. Finally, the Laboratory of Geomatics at
the University of Pavia, with over 40 years of experience in land and aerial surveying and
geographical information, was assigned to analyze the quality of all acquired datasets.

The project started in 2022, and aims to gather aerial images that include nadiral and
oblique perspectives, LIDAR points, and terrestrial mobile mapping data. The project
features various conventional and groundbreaking products: true orthophotos (RGB and
CIR), classified LiDAR point clouds, and DTM and DSM models derived from aerial
surveying. In the meantime, terrestrial mobile mapping will offer point clouds, spherical
depth images, and a database of 22 city objects, such as lighting poles, road markings, and
driveways, to name a few. This database will host roughly 1.2 million elements identified,
located, and characterized through artificial intelligence.
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The metropolitan area has been split into two zones. Zonal comprises the city of Milan
and its neighboring municipalities, while Zona2 includes the remaining areas. Figure 1
illustrates the division, with Zonal and Zona2 colored in green and blue, respectively. The
larger polygon in the center represents the Municipality of Milan. The project encompasses
133 municipalities, including the San Colombano al Lambro exclave, which can be seen as
the isolated polygon in the lower right corner of Figure 1.

The technical specifications for the tender outline the parameters for acquiring data
according to different areas. The entire region must be captured with nadir imagery and
LiDAR, with a resolution of 5 cm and a density of 20 points per square meter. Oblique
images are only necessary for Zonal, while the MMS survey covers roads in the Munici-
pality of Milano. However, it was decided that the same aerial data types for Zonal and
Zona2 would be acquired under the joint ventures, resulting in both areas having oblique
and nadiral imagery. The aerial survey was conducted using Leica CityMapper-2, a hybrid
system described in detail in the following section, and covered an area of 1776 square
kilometers. The MMS survey was conducted using CycloMedia’s system, covering approx-
imately 2555 km. To guarantee uniform quality and consistent geometry across all datasets,
the project involves leveraging advanced GNSS and terrestrial LIDAR measurements.
These tools will serve dual purposes: reliable ground control and thorough independent
quality checks.

Furthermore, the requirements for the tender necessitate software tools to enable
users to access complex datasets seamlessly. The project includes two main tools: a
web application that promotes data sharing among all municipalities in the metropolitan
area and a plugin for the ESRI ArcGIS™ (Redlands, CA, USA) environment. The latter is
particularly valuable since the Municipality of Milan has adopted the platform as a standard
tool for managing geographic information. The emphasis on software tools underscores
the municipality’s recognition that having appropriate and user-friendly tools is crucial for
capitalizing on the advanced and detailed datasets obtained.

All the surveys have been completed, and the final dataset is expected to be available
within 2023. Some of the data, specifically the LIDAR data for Zonal, have already been
provided for quality checks and will be the object of the present paper. However, the
preliminary information has enabled an evaluation of the survey’s consistency, and the
findings are outlined in Table 1. CGR collected all aerial datasets, including imagery
and LiDAR data. To gather this information, they utilized the Leica CityMapper-2 sensor,
known for its high accuracy and reliability. On the other hand, CycloMedia used its systems
to acquire mobile mapping datasets consisting of images and point clouds [32].

Table 1. Consistency of the project acquisitions.

Data type Parameters Values
Number of missions 23
Strips acquired 429
Strips total length 8999 km
Photogrammetric Overall flying time (without transfers) 37 h 55 min
Shots performed 88,781
Images acquired 433,905
Storage occupation 1 ~43.10 TB
LAZ files number 9617
LiDAR Number of surveyed points 2.2 x 101
LAZ files storage occupation ~9 TB
Surveyed streets 2555 km
MMS Image storage occupation ! 9TB
LAZ files storage occupation 1TB
Urban objects database storage occupation 0.5TB

1 Stored in JPEG format.
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1.2. The Leica CityMapper-2 Hybrid Sensor

The generation of digital twins requires the availability of multiple data, imagery,
LiDAR, and aerial sensors capable of simultaneously collecting such types of information
ideally suited for this task. In 2016, Leica Geosystems presented the first hybrid sensor
called Leica CityMapper, and in 2021, they introduced the new CityMapper-2 [33]. The
hybrid airborne sensor can capture both nadir and oblique imagery. It can take two nadir
RGB/NIR images and four oblique RGB 150 MP images, providing a detailed view of
the target area from multiple angles. Additionally, it can gather LiDAR data, allowing
for precise measurements of elevation and terrain features. With this combination of
technologies, the sensor provides a comprehensive and detailed understanding of the
target area, making it an invaluable tool for various applications.

Focusing on LiDAR, the new system adopts a Leica Hyperion2+ unit with a pulse
repetition rate of up to 2 MHz (against 700 kHz of the first version), the capability of
handling up to 15 returns (with up to 35 multiple-pulse-in-the-air values), an operation
altitude between 300 and 5500 m AGL (above ground level) and a theoretical vertical
accuracy of <5 cm, at 1000 m AGL and with a 60 m/s aircraft speed.

The Leica CityMapper-2 system implements a rotating scan wedge with a tilted
rotational axis, the so-called Palmer scanner, characterized by oblique scanning with a
constant laser beam off-nadir angle that produces a spiral-shaped scan pattern on the
ground [19]. Oblique scanning allows one to look under overpasses or bridges, potentially
providing more returns from facades, depending on building height, road width, and laser
beam tilt. Moreover, it enables a backward and forward look along the same scan strip,
thus allowing the surveying of objects from different viewpoints. However, this scanning
mechanism causes an inhomogeneous point distribution with a much higher density on
the border than that in the strip’s center (Figure 2); nevertheless, this could be useful for
improving management between adjacent strips. This phenomenon has been investigated
during data analysis, and the results are reported in Section 3.2.

Figure 2. Oblique LiDAR scanning pattern (Bacher, 2022 [19]).

2. Materials

Milano’s digital twin project is ongoing, and data processing is currently underway.
Nevertheless, a significant portion of the LiDAR data related to the Municipality of Milan
and the surrounding area (the so-called Zonal) are already available for quality evalu-
ation. Moreover, preliminarily to aerial missions, complex GNSS and terrestrial LIDAR
measurements were taken to guarantee good geometric consistency and uniform quality
among data.
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This section describes the main characteristics of the LiDAR data and the ground
control network. Data processing was performed by CGR and MerMec Engineering,
respectively, for LIDAR and topographic datasets. As the project tester, the Laboratory
of Geomatics of the University of Pavia has performed the quality analysis. LIDAR data
assessment, the subject of this paper, is exhaustively reported in Section 3, while the quality
ground control network is briefly discussed in Section 2.2.

2.1. LiDAR Dataset

The paper concerns the LiDAR data that refer to Zonal. Flights were performed
between the end of May and the beginning of June 2022, taking 6 days. The acquisitions
comprised 87 east-west strips and 3 north—south ones; all strips were approximately 30 km
long and were taken at 1500 m above ground level (AGL) with a field of view (FOV) of 36°.

CGR has performed data processing with the Leica HxMap software package capable
of accomplishing the whole LiDAR processing workflow: autocalibration, registration,
color encoding, data metrics, and quality check (QC). Data were oriented via direct geo-
referencing in which the Piedmont-Lombardy GNSS permanent network was exploited
for GNSS processing. The same geodetic infrastructure was also used for ground network
adjustment, ensuring consistency between data. The software package also performs a
double-vertical accuracy test analyzing the data congruency between flight lines and along
the same scan direction. Two-meter side patches are extracted from LiDAR data, and
vertical distances are calculated (the distance between the patches extracted in adjacent
strips and patches extracted in the same strip considering forward and backward scan
wedge orientations), classifying results according to the obtained values. Four categories
are considered: less than 3 cm, between 3 and 5 cm, between 5 and 10 cm, and more
than 10 cm. If cross-strip analysis can be considered quite usual, the accompanying scan
direction assessment is atypical but necessary considering the presence of a double-wedge
system. For system calibration and alignment, only patches with a standard deviation
of less than 5 cm that are deemed reliable are considered; any patches with high residu-
als are disregarded. The outcomes of the assessment detailed in Section 3 demonstrate
the effectiveness of this step. Point clouds were colored, exploiting a part of the Leica
CityMapper2 imagery system, composed of a couple of nadir cameras capable of acquiring
RGB and NIR bands. This characteristic allows the generation of point clouds with four
color information and producing traditional RGB point clouds (Figure 3) or Color InfraRed
one—CIR (Figure 4).

Figure 3. The RGB representations of the acquired point clouds.
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Figure 4. The CIR representations of the acquired point clouds.

Finally, to facilitate data exchange between the temporary joint venture and the project
tester, LIDAR data were subdivided into 1000 x 500 m? tiles; altogether, Zonal is composed
of 2569 LAS files, containing 6 x 10'° points for an overall storage occupation of 2.08 TB.

2.2. Ground Control Network

One of the most qualifying elements of Milan’s digital twin project has been the
creation of a ground control network useful for data processing under the temporary joint
venture and for rigorous and independent quality checks by the project testers.

The network comprises 200 control areas, called ARCOs from the Italian “ARee
di COntrollo”. Their distribution is reported in Figure 5; each ARCO comprises two
benchmarks, at approximately 100 m apart:

e A topographic nail stuck into a stable element (e.g., a concrete curb) and identified via
the letter “A” (Figure 6a).

e A photogrammetric marker constituted by a white circle, with a radius of 15 cm,
directly painted on the ground (asphalt, paver blocks, etc.), and identified via the letter
“B” (Figure 6b). In the surroundings of each marker, with a minimum radius of 1 m
and recommended of 2 m, the terrain can be comparable to a plane, not necessarily
horizontal, without obstacles or slope variations (in case of a non-horizontal plane, its
inclination is considered during the assessment, as better explained in Section 3.3.1).
This characteristic makes the area around the markers useful for LIDAR vertical quality
assessment and density estimation.

The benchmarks were surveyed with a redundant static GNSS network, employing
multi-frequency and multi-constellation receivers. Since the aerial imagery has a ground
sampling distance (GSD) of 5 cm, using a static network is mandatory to guarantee sufficient
accuracy in the ground truth. Table 2 reports the mean, the root mean square (RMS), and
the RMSE obtained for the three components and the two typologies of vertices. The RMSE
was determined using the formulas specified by the U.S. Geological Survey (USGS) lidar
base specification [34]. The statistics are separated for the two types of points since they
were measured differently: ARCOs-typeA were connected within a network, reaching a
relative redundancy between 3 and 5; ARCOs-typeB were only connected with the two
typesA’s points more closely, reaching a redundancy of 2. This explains why the latter
performs a bit worse than the former does. The technical specifications for the tender
require a maximum RMSE value of 15 mm for the horizontal components and 22 mm for
the vertical component. The network compensation meets both requirements. Nevertheless,
all the components show non-zero values for the mean; this could be due to the use of a
simplified antenna model for some SPIN3 stations during network adjustment.
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Table 2. ARCO quality obtained from static GNSS surveying.

ARCOs-TypeA ARCOs-TypeB
Mean (cm) RMS (cm) RMSE (cm) Mean(cm) RMS (cm) RMSE (cm)
East 0.7 0.2 0.7 0.8 0.2 0.8
North 0.8 0.2 0.8 0.9 0.3 0.9
Height 1.2 0.3 1.2 1.3 04 1.3

For LiDAR data analysis purposes, 50 of 200 ARCOs were also surveyed using a
terrestrial laser scanner (TLS). The selection of these so-called Special-ARCOs was based
mainly on the presence of elements useful for assessing horizontal and vertical point cloud
accuracy. Indeed, the selected areas had to be characterized by the following:

e  The presence of one or more manmade elements (e.g., buildings, garages, or bus
shelters) with at least two vertical perpendicular sides;
The presence of any flat areas located at a different height to street level;
The presence of large road markings (e.g., zebra crossing) of a good preservation state.
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Figure 5. Location of the 200 ARCOs; red dots represent the Special-ARCOs (polygons color have the
same meaning as Figure 1). The small frame shows an example of the relative position of the two
ARCO benchmarks (the example reports the same ARCO shown in Figure 6).

Figure 5 shows, with red dots, the positions of the Special-ARCOs. Altogether, consid-
ering the only Zonal area where LiDAR data are currently available, there are 76 ARCOs,
of which 33 are Special-ARCOs. The analysis reported in Section 3 refers to these data.

The Special-ARCOs were surveyed with the Riegl VZ®-400i terrestrial laser scanner
equipped with a reflex camera for producing colored point clouds. Each ARCO was
scanned from a single station, taking care to orient the instrument according to typeA and
typeB benchmarks. The scan rate was set to 300 kHz, and the acquisitions were settled to
guarantee a spatial resolution of less than or equal to 3 cm at 100 m distance.
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(b)

Figure 6. An example of ARCOs: (a) TypeA benchmark stuck in a large concrete curb; (b) TypeB pho-
togrammetric marker positioned in a flat area, without obstacles or slope variations in a neighborhood

of 2 m.

Figure 7 reports some examples of Special-ARCOs: both images show buildings in
which it is possible to identify two vertical and perpendicular surfaces, at least 2 m? wide,
constituted by the facades. As explained in Section 3, this information can be used to
quantify possible horizontal biases between LiDAR data and TLS acquisition.

(b)

Figure 7. Examples of Special-ARCOs: (a) ARCO #7; (b) ARCO #49.

Six out of fifty Special-ARCOs, corresponding to approximately 10%, were also inde-
pendently surveyed by the project testers for quality checks. A Leica MS60 ScanStation was
employed; the instrument is a traditional total station capable of performing scans. As the
two TLS clouds, obtained by the company and the testers, are perfectly co-registered thanks
to the use of the same benchmark coordinates for the orientation, the scans were compared
through a cloud-to-cloud approach. The overall RMS is about 1.3 cm, showing that the
control data have characteristics suitable for the following aerial LIDAR quality analysis.
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3. Assessment of the Leica CityMapper-2 LiDAR Data

The Municipality of Milan has placed great expectations on the digital twin project’s
repercussions on the city in many ways (e.g., management, sustainability, economy, etc.).
As reported in the introductory section, many data sources were acquired: aerial imagery,
aerial LiDAR, and mobile mapping system data. Congruency between all these data
and their 3D accuracy and precision are mandatory. As reported in Section 2.2, a complex
ground control network has been created to guarantee these aspects, and several procedures
have been foreseen to assess these parameters. The tests were conducted in the MATLAB
R2022b environment, in which dedicated codes were prepared to manage, visualize, and
analyze all the available data. All the analyses are conducted fully automatically, with the
only exception being the use of large road markings in which human visual comparison is
performed. Finally, the analysis concerns the overlap between adjacent strips, the point
cloud density, and LiDAR quality analysis for both vertical and horizontal components.

3.1. Quantification of the Overlap between Adjacent Strips

The technical specification of the call for tenders provides a minimum overlap between
adjacent strips of 10%. However, the use of a hybrid system has meant that photogram-
metric planning prevails over LiDAR planning; since photogrammetry requires large
overlapping, at greater than 10%, this requisite could be considered automatically guaran-
teed. However, the overlap has been systematically calculated from the knowledge of the
sensor exterior orientations, the field of view (FOV), and the digital terrain model (DTM).

The overlap has values between 40.3% and 49.7%; Figure 8a shows the histograms
of the so-determined overlap; Figure 8b reports an example of overlapping between two
point cloud tiles belonging to adjacent LiDAR strips.

Overlapping between adjacent LiDAR strips

2000 -

1500

0.4

042

0.44 0.46 0.48 0.5
Overlap

(a) (b)

Figure 8. Overlapping between adjacent strips: (a) histogram of overlap; (b) example of overlapping
between two point cloud tiles belonging to adjacent strips.

3.2. Point Cloud Density Estimation

Point cloud density and its variations inside blocks impact derived products, such as
DSM or DTM, and must be evaluated [35]. In this work, it is evaluated considering each
strip individually and taking into consideration the whole dataset. This double estimation
allows us to analyze the influence and the interaction between the acquisition method (the
circular oblique scanning pattern) and the high overlap.

Density is quantified thanks to the flat terrain surrounding ARCOs-typeB; in particular,
for each of them, a four-square-meter area is considered, the inside points are counted,
and the relative density is determined. The technical specification of the call for tenders
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provides a minimum density of 20 pts/m?. As LiDAR data are only available for Areal,
density was computed using only 76 of the 200 ARCOs.

Considering all the strips separately, density ranges between 25 pts/m? and 190 pts/m?
for ARCO_50B and ARCO_93B, respectively; the median value is 33 pts/m?. Figure 9
shows ARCO_50B located substantially near the strip’s central line where the scanning
pattern is weaker; on the other hand, Figure 10 shows the location of ARCO_93B, which
falls near the strip’s border where points are denser. The analysis of individual strips
shows how the threshold for density is always respected; still, the circular acquisition
pattern causes significant inhomogeneity moving from the center to the strip’s edges. This
phenomenon is visible in the plotting of the point density for the tested ARCOs according
to their distance from the strip’s central line, as shown in Figure 11; the density increases
slowly until it reaches 80% of the half-width of the strip and then grows exponentially.

Figure 9. Location of ARCO_50B within the LiDAR strip; the small frame shows the uniform
acquisition pattern near the strip’s central line.

Figure 10. Location of ARCO_93B within the LiDAR strip; the small frame shows the effect of the
circular acquisition pattern near the strip’s border.



Remote Sens. 2023, 15, 5263

12 of 21

E 140 *
g *
B 120
=
2 100 *
o 80 ' 1
. 2"
60 W wf*** *
* g W
4 x FoTHE

- e

0
B o 4t W
*

Vi . e By W H
20 h I \ .

0 50 100 150 200 250
Distance from strip central line [m]

Figure 11. Density trend according to distance from strip’s central line; blue asterisks depict the mean
density in each considered ARCO.

A hybrid system, such as the Leica CityMapper-2, produces a high level of overlap
between strips since photogrammetric planning prevails over LiDAR planning. This condi-
tion appreciably changes the point cloud density when the acquired data are considered.
Repeating the above-illustrated analysis for the complete dataset, the median passes from
33 pts/m? to 77 pts/m?. Nevertheless, this higher density can be properly exploited only if
the strips are consistent; this aspect will be analyzed in the next sections.

3.3. LiDAR Point Clouds Quality Analysis

When evaluating LiDAR data, three attributes are considered [34,36]: accuracy, preci-
sion, and congruency between adjacent strips. The terms accuracy and precision are used in
their most widespread meaning: accuracy refers to how close a measurement is to the true
value; in contrast, precision refers to how close measurements are to each other. Assessing
the congruency between adjacent strips is important, too.

Milan’s project involves two types of benchmarks that are useful for analysis: the flat
terrain surrounding each ARCO-typeB marker and the Special-ARCOs (refer to Section 2.2
for more information). The flat terrain is only beneficial for vertical assessment, whereas
the Special-ARCOs have beneficial properties for both vertical and horizontal components.
Both benchmarks are utilized for accuracy and precision evaluations, and each strip is
assessed separately. Congruency is evaluated using only the ARCOs-typeB and the high
level of overlap available in Milan’s data.

The following sections present the assessment results divided in accordance with the
ground network elements used for analyzing data quality: the ARCO-typeB marker and
Special-ARCOs.

3.3.1. Assessments with ARCOs-typeB Vertices

As reported in Section 2.2, around each ARCO-typeB marker, within a radius of about
2 m, the terrain can be comparable to a flat surface (Figure 6b). All the LIDAR points, falling
within a 4 m? area around each benchmark, are extracted, and a robust plane is fitted on
them. This approach has been followed because, even if the terrain is flat, it could not be
rigorously horizontal, and the plane’s estimation allows us to consider any slope.

For fitting purposes, the M-estimator sample consensus (MSAC) algorithm, proposed
by [37] as a variant of RANSAC, is used. Once the threshold for outliers’ identification is
set, the algorithm estimates the parameters for the geometric model of the plane, the indices
corresponding to inlier and outlier points, and the mean error of the distance of inlier points
from the model. The outlier’s threshold is set to 18 cm, which is three times the maximum
mean square error specified in the call for tender documents. Once the plane is determined,
it is translated until the typeB marker lays on it; perpendicular distances between each
inlier point belonging to the LiDAR cloud and the shifted plane are computed.

Figure 12 shows the procedure, in which black dots represent LIDAR measurements,
while the green line is the robust plane fitted. The plane is translated until the typeB
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benchmark lays on it (black and green dashed line), and the vertical distances, d\, between
each LiDAR point and shifted plane are calculated. For readability reasons, for example,
only one distance is drawn. If the area around the benchmark is horizontal, the calculated
distance, the red line, represents the vertical error directly; otherwise, in the case of a sloped
terrain, the vertical distance must be obtained considering this inclination in accordance
with Formula (1):

dy =dx_ - cos (a—>), (1)

in which the two distances, d~<_and dy, have the meaning shown in Figure 12 and a— is the
plane inclination, obtainable from plane parameters. This is a well-known problem already
faced by several authors [31,38]). As in our case, all of them decomposed the LiDAR data
error in its components in accordance with the terrain’s slope.

ARCO-typeB

Figure 12. Heuristic explanation of vertical error estimation.

Inclination angles of fitted planes are then systematically calculated and applied
to the perpendicular distance. Considering all the strips separately, 139 ARCOs-typeB
are analyzed for a total number of points of about 30k (only 42 outliers are detected,
corresponding to less than 1%). Table 3 presents a numerical summary of the vertical
accuracy assessment results, while Figure 13 visually represents the same results. The table
includes five figures: the mean, RMS, RMSE, 95th percentile, and maximum value. Per
the tender document’s specifications, only the reference values for the last two figures are
reported in column two since a threshold is imposed on them.

For clarity, formulas for the mean, RMS, and RMSE are reported as the following:

1

RMS = nil;(dw —m)? @)

_ 1 2
RMSE = E;d"l 4)

Table 3. Vertical accuracy assessment obtained via ARCOs-typeB.

Technical Specification Thresholds Empirical Results
IXVI (cm) IXVI (cm)
Mean 3.4
RMS 29
RMSE 45
95th percentile 12.0 9.4

Maximum value 24.0 16.1
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Figure 13. Histogram of vertical distances between ARCOs-typeB vertices and LiDAR clouds.

When dealing with equations, the variable di refers to the distance between each aerial
Li-DAR point and the fitted plane. It is important to note that the distance should be zero
in an ideal world. However, in reality, several factors, such as atmospheric conditions,
sensor and system calibration, and processing algorithms, prevent this from being the
case. Furthermore, the ground control network influences this aspect, which is why Table 2
reports the GNSS static network quality. When analyzing a data set, the mean and root
mean square (RMS) values are commonly used to determine the presence and nature of
errors. If the mean value significantly differs from zero, systematic errors or biases may
exist in the data. On the other hand, the RMS value can be used to estimate the magnitude
of accidental errors. Finally, RMSE is a synthetic metric that comprehensively evaluates
systematic and accidental error sources by measuring the dispersion of observations around
zero. This metric is particularly useful when it is important to understand the level of
accuracy or precision in a given dataset. By incorporating both types of errors into a single
metric, RMSE offers a valuable tool for researchers and professionals seeking to assess the
quality of measurements.

The estimated planes are used to evaluate the mean square error (MSE) of the LiDAR
point clouds, as the MSAC algorithm also estimates the mean error of the distance of inlier
points from the model. The technical specification of the call for tenders requires this value
to be less than 6 cm. All the MSEs obtained via each plane estimation is well below this
threshold; the overall mean is 1.1 cm, the RMS is 0.9 cm, and the RMSE is 1.4 cm.

Using LiDAR data requires that adjacent strips be consistent, and this aspect can be
evaluated using the planes fitted on the point clouds around each ARCO-typeB. Since the
high level of strip overlapping ensures that some markers are visible in two strips, the
distance between their planes can be used to estimate their congruency. Rigorously, the
two planes could be tilted toward each other, but considering the small sizes of the tested
areas, measuring 4 m?, this issue can be neglected. Of the 76 ARCOs-typeB, 63 are present
on two strips, so distances between related planes are calculated; the mean of distances
between adjacent strips is 1.2 cm while the RMS is 1.2 cm, and the RMSE is 1.7 cm.

3.3.2. Assessments with Special-ARCOs

As explained in Section 2.2, Special-ARCOs are control areas surveyed with TLS to
evaluate LiDAR data quality. Of the 50 Special-ARCOs, 24 fall into Zonal; points belonging
to flat surfaces with a significant extension and density have been considered in each.
Surfaces are both vertical and horizontal to evaluate both error components.

Concerning the vertical error, flat surfaces belonging mainly to roads and rooftops
have been considered. These areas are extracted from the TLS datasets semi-automatically,
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tuning the selection parameters, such as extension, density, or planarity, in accordance
with ARCO’s characteristics. Once identified in the terrestrial point cloud, the same area is
trimmed on the aerial one. Figure 14 shows a couple of examples of this data: Figure 14a
regards a portion of a road close to the TLS scan location, while Figure 14b reports an
example on a rooftop. ALS and TLS data are reported in green and magenta, respectively.

(b)

Figure 14. Examples of the extracted flat surfaces for vertical error analysis: (a) a portion of a road

close to the scan location; (b) a portion of a rooftop. ALS and TLS data are reported in green and
magenta, respectively.

The procedure for vertical assessment is like that illustrated in the previous section: for
each Special-ARCO, a robust plane is fitted to the selected TLS data, and the perpendicular
distances between each point belonging to the LiDAR cloud and the plane are computed.
It is crucial to note that using a fitted plane to calculate the distance between two datasets
is essential. When estimating mutual distances between two point clouds, the difference
in density can affect the outcome. This issue has been studied extensively in terrestrial
surveys [39], and various methods can be used, such as measurements of point-to-point
distance, point-to-global surface, or point-to-local surface (the mutual distance metric used
in this paper). A robust fitted plane, like the one utilized in this paper, can provide accurate
results even when the density of the point clouds is significantly different.

Pure vertical errors are then determined considering the plane slope and using
Equation (1). Table 4 summarizes the obtained results, while Figure 15 shows them graphi-
cally through a histogram.

Table 4. Vertical accuracy assessment obtained in Special-ARCOs.

Technical Specification Thresholds Empirical Results
IXV1 (cm) XV (cm)
Mean 3.7
RMS 3.5
RMSE 5.1
95-percentile 12.0 10.9
Maximum value 24.0 229

Concerning the LiDAR point clouds precisions, for Special-ARCOs, all MSEs obtained
for each plane fitting are well below the threshold of 6 cm; the overall mean is 2.1 cm, the
RMS is 1.4 cm, and the RMSE is 2.5 cm.

In Milan’s project, the inclination of the two Leica CityMapper2 wedges guarantees
the surveying of points on the building facades, and this characteristic has been exploited to
evaluate horizontal errors. The analysis is performed exploiting the Special-ARCOs since,
in each of them, some vertical surfaces of buildings or similar structures were surveyed
with a TLS system.
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Figure 15. Histogram of vertical distances between Special-ARCOs’ selected horizontal surfaces and
LiDAR clouds.

The evaluation of the horizontal errors is quite similar to that illustrated previously
for vertical components, except that for manmade elements (e.g., buildings, garages, or
bus shelters), vertical sides are considered. These areas are extracted from the TLS datasets
in a semi-automatic way, tuning the selection parameters as the extension (at least 2 m?
wide), density, or planarity, according to the ARCO'’s characteristics; for each check area, at
least two vertical sides with a perpendicular orientation are considered. Once identified
in the terrestrial point cloud, the same area is trimmed on the aerial one. Further bundler
detection is performed to exclude from computation the points not belonging to the facade,
such as windows, balconies, etc. Figure 16 shows, as an example, the data extracted for
Special-ARCO 7, which are also shown in Figure 7a; ALS and TLS data are reported in
green and magenta, respectively.

Figure 16. Examples of the extracted flat surfaces for horizontal error analysis. ALS and TLS data
are reported in green and magenta, respectively. (a,b) Two examples of building facades used for
planimetric accuracy evaluation.

In each Special-ARCO, a robust plane is fitted to the selected TLS data, and the perpen-
dicular distances between each point belonging to the aerial LIiDAR cloud and the plane
are computed. In this case, the estimated distance can be considered perfectly horizontal
since only facades are considered; since two perpendicular surfaces are considered, the
composition of their results allows us to estimate 2D horizontal errors. Table 5 summarizes
the obtained results, while Figure 17 shows them graphically using a histogram.
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Table 5. Horizontal accuracy assessment obtained in Special-ARCOs.

Technical Specification Thresholds

Empirical Results

IXHI (cm) IXHI (cm)
Mean 9.6
RMS 75
RMSE 12.2
95-percentile 36.8 245
Maximum value 73.5 44.6

«10%
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Figure 17. Histogram of horizontal distances between Special-ARCOs’ selected vertical surfaces and

LiDAR clouds.

Concerning the LiDAR point clouds” horizontal precisions, all MSEs obtained via each
round of plane fitting is well below the threshold of 18.4 cm; the overall mean is 8.5 cm, the

RMS is 1.9 cm, and the RMSE is 8.7 cm.

Finally, acquiring color and reflectivity information from both laser systems, terrestrial
and aerial, allows us to evaluate the planimetric quality of georeferencing using road
markings. For Special-ARCOs in which this type of element is present, areas containing
road markings are extracted from the TLS datasets in a semi-automatic way, tuning the
selection parameters, such as planimetry, terrain height, and the presence of high reflectivity
points; once identified in the terrestrial point cloud, the same area is trimmed on the aerial
one. Furthermore, for ALS data, only the points with high reflectivity are considered; the
threshold is tuned according to each ARCO characteristic (paint degradation, the presence
of a shadow, etc.). The clouds are plotted together, and a visual comparison is performed;
in this case, no numerical values are extracted, but only an in—out evaluation is conducted.
Figure 18 reports some examples of this analysis: the images show the extracted TLS
datasets, colored in accordance with their RGB information, and the ALS-selected high-
reflectivity points (orange dots); the size of these points is increased for the best readability.
All the tested areas show good correspondence between the two data sets, passing the

visual inspection.
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(b)

Figure 18. Examples of road marking visual comparisons for the assessment of horizontal accuracy.

TLS datasets are colored in accordance with their native RGB information, while the ALS-selected
high-reflectivity points are depicted with orange dots. (a—c) Some examples of zebra crossing used

for planimetric accuracy visual evaluation.

4. Discussion

Full 3D accuracy and congruency assessments f LIDAR data have to become a standard
practice in all data acquisition endeavors, especially in large-scale projects. LIDAR data
standard specification documents are often very specific about the required horizontal and
vertical accuracy but do not guide the approach.

It is important to know that relying solely on independent DSMs/DTMs may not
always provide accurate or reliable results [40,41]. This approach introduces additional
inaccuracies related to discretization and interpolation, and it is necessary to carefully
evaluate the error budget concerning the location of the ground point [20]. Similarly,
surveying isolated points using a conventional GNSS NRTK strategy may not achieve the
necessary level of accuracy for the ground truth [27,28]. Considering alternative methods
and approaches is important to ensure the best possible outcomes. For example, the
USGS lidar base specification [34] currently requires the absolute vertical accuracy of
quality level 1 (QL1) data to be less than 10 cm for non-vegetated areas. According to the
conventional wisdom of “three times or better” for survey checkpoints, the uncertainty of
the GCPs used as reference data to evaluate airborne data accuracy must be better than
3.33 cm. As lidar systems improve and routinely achieve excellent accuracy, they are
approaching the accuracy limits of the traditional survey tests (the DSM/DTM or NRTK
survey). For example, to reflect the advancement of lidar technology, if we want to set a
much higher accuracy requirement (e.g., 6 cm), then the “three times or better” condition
requires the accuracy of reference data to be better than 2 cm. Milan’s project has moved in
this direction, proposing innovative ground truth (especially static GNSS measurements)
and quality tests capable of assessing both precision and accuracy for vertical and horizontal
components. Comparing the results obtained from the current paper with those of previous
experiences can be a challenging task due to several factors. Firstly, previous experiences
were often based on older LiDAR systems processed using scientific workflows that differ
from those of the current approach [40,41]. Secondly, previous experiences were limited to
specific areas, making it difficult to generalize the results to larger regions [29,42].

In Table 6, the quality features evaluated are summarized. These include vertical
and horizontal accuracy, precision, and consistency between adjacent strips using ARCOs-
TypeB and Special-ARCOs. The results are satisfying, especially when compared to the
thresholds set by the USGS service. The document regulates various parameters, including
vertical accuracy and precision. The values achieved for Milan’s project are better than
those indicated for QL1, reaching QLO.
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Table 6. Summary of all evaluated quality features.
ARCOs-TypeA ARCOs-TypeB
Mean RMS RMSE Mean RMS RMSE

(cm) (cm) (cm) (cm) (cm) (cm)

Vertical accuracy 3.4 29 4.5 3.7 3.5 5.1

Vertical precision 1.1 0.9 1.4 21 1.4 2.5

Strips’ vertical congruency 12 1.2 1.7
Horizontal accuracy 9.6 7.5 12.2
Horizontal precision 8.5 1.9 8.7

Nevertheless, it is crucial to consider the vertical component accuracy of the analyzed
datasets carefully. Aerial LiDAR data processing was performed independently of the
ARCOs using the SPIN3 GNSS network. This method ensures consistency between all the
analyzed datasets. The results obtained are highly satisfactory. However, it is important
to note that the datasets have a non-zero value for the altimetric averages, which may be
related to the vertical residual reported in Table 2. Therefore, a part of the RMSE obtained
may be due to this factor, further emphasizing the high quality of the values obtained.

Regarding the consistency of the strips, the results obtained are also satisfactory.
Previous publications have shown larger absolute values ranging from 6 to 10 cm [43—45].
However, it is important to note that, in this case too, the comparison refers to older LiDAR
systems in scientific processing workflows. The results obtained in the present study
demonstrate the remarkable quality of strip alignments achieved via modern pipelines.
These outcomes highlight the significant advancements in pipeline technology, which now
enables the production of top-notch products.

5. Conclusions

In this paper, the quality of LiDAR data within Milan’s digital twin project is discussed.
The project utilizes unique data structures, specifically for the ground control network.
The LiDAR data collected using the Leica CityMapper-2 sensor were carefully evaluated
based on various factors such as density, vertical and horizontal precision, accuracy, and
congruency between adjacent strips. The results indicate satisfactory mean, RMS, RMSE,
and maximum values.

Point density is significantly increased using the Leica CityMapper-2 hybrid sensor.
Typically, LIDAR strips are characterized by overlaps of around 10-20%; when a hybrid
sensor is employed, photogrammetric planning prevails over LiDAR planning, so the
actual overlap can be almost 50% (in Milan’s project, the transversal overlap ranges from
40.3% and 49.7%). This aspect and the LiDAR pattern produces an average point density
larger than 70 pts/m?. Although not used in Milan’s project due to the sheer volume of
data, the hybrid system allows for a combined adjustment of aerial photogrammetry and
LiDAR data, resulting in a more reliable solution. The high quality and density of the data
will enable the generation of a DSM and DTM for various applications such as hydraulic
simulation and solar potential estimation.

Additional data, such as aerial photogrammetry data and MMS datasets, will be
assessed in upcoming studies. These will evaluate various aspects such as ground sampling
distance (GSD), overlaps, sun elevation, bundle block adjustment, MMS point density,
panoramic image resolution, and horizontal and vertical accuracy. These activities will also
include validating products such as the DSM/DTM and orthophotos.
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