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Abstract: Object detection is one of the fundamental tasks in computer vision, holding immense
significance in the realm of intelligent mobile scenes. This paper proposes a hybrid cross-feature
interaction (HCFI) attention module for object detection in intelligent mobile scenes. Firstly, the
paper introduces multiple kernel (MK) spatial pyramid pooling (SPP) based on SPP and improves
the channel attention using its structure. This results in a hybrid cross-channel interaction (HCCI)
attention module with better cross-channel interaction performance. Additionally, we bolster spatial
attention by incorporating dilated convolutions, leading to the creation of the cross-spatial interaction
(CSI) attention module with superior cross-spatial interaction performance. By seamlessly combining
the above two modules, we achieve an improved HCFI attention module without resorting to
computationally expensive operations. Through a series of experiments involving various detectors
and datasets, our proposed method consistently demonstrates superior performance. This results in
a performance improvement of 1.53% for YOLOX on COCO and a performance boost of 2.05% for
YOLOv5 on BDD100K. Furthermore, we propose a solution that combines HCCI and HCFI to address
the challenge of extremely small output feature layers in detectors, such as SSD. The experimental
results indicate that the proposed method significantly improves the attention capability of object
detection in intelligent mobile scenes.

Keywords: intelligent mobile scenes; deep learning; computer vision; object detection; attention
mechanism

1. Introduction

The significant advancements in deep learning have greatly propelled computer vision
technology and improved its ability to represent environmental features [1–3]. Object
detection [4–7], as one of the fundamental tasks in computer vision, aims to identify specific
objects in an image and label their bounding boxes. The progress in deep learning has
provided a strong foundation for its application in complex scenes. Currently, object
detection holds significant potential for diverse fields such as intelligent driving [8–10],
remote sensing [11–13], and medical healthcare [14–16].

While computer vision has advanced significantly, there are still some differences be-
tween its approach to environmental perception and that of humans. Computers typically
conduct direct feature extraction across the entire image [17,18], whereas humans utilize
attention mechanisms to focus on areas of interest. Due to these differences in information
processing, researchers have been exploring the use of human-like attention mechanisms
to enhance computer vision performance. In recent years, extensive research has been
conducted to leverage attention mechanisms for improving computer vision, resulting in a
series of representative attention algorithms. These methods usually allocate weights in
the channel or spatial dimensions, effectively driving network architecture improvements
and algorithm performance enhancements. Nonetheless, within this research, we have
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identified limitations in the commonly employed attention modules for object detection in
intelligent mobile scenes, resulting in insufficient correlation between different features.
Therefore, this paper primarily focuses on investigating whether improving the atten-
tion modules can lead to better information-focusing ability, consequently enhancing the
performance of object detection in intelligent mobile scenes.

Building upon the aforementioned insights, this paper conducts an in-depth analysis
of the commonly used attention modules. It becomes evident that the attention modules
commonly used in computer vision are generally developed for general computer vision
tasks. In the context of object detection tasks, spatial-domain attention mechanisms are
closely associated with the precision of object localization, while channel-domain attention
mechanisms are closely linked to capturing object features. Consequently, the application
of commonly used single-domain attention mechanisms in object detection tasks may have
certain limitations.

Secondly, in order to enhance the performance of attention mechanisms, researchers
have proposed various effective attention modules that have been widely applied in many
algorithms. However, these attention mechanisms often achieve performance improve-
ments at the cost of increased computational complexity. In recent years, researchers have
proposed numerous deep self-attention networks, demonstrating the significant potential
of attention mechanisms. For instance, PCT (point cloud transformer) [19] enables net-
works to autonomously learn important relationships among different elements without
the need for manual rule design. This aids in capturing global features more effectively
than just focusing on local information. T2T-ViT (tokens-to-token vision transformer) [20]
introduces a novel model architecture that helps models better capture relationships among
different parts within images, providing new insights for research in the visual domain.
Additionally, CvT (convolutions to vision transformers) [21] presents a novel hybrid model,
allowing CvT to establish connections between different regions in images, capture local
information, and thus achieve better performance in image processing tasks. However, the
core of such methods is always related to self-attention mechanisms, which require com-
puting correlations between each input position, significantly increasing the computational
burden. As computational resources are often limited in mobile scenes, the most commonly
used attention mechanisms in such contexts are still methods like ECA (efficient channel
attention) [22], which can effectively enhance model performance at a lower computational
cost. Therefore, highly complex attention modules currently have certain limitations when
applied to intelligent mobile scenes.

Furthermore, in commonly used attention modules like [23] and CBAM (convolu-
tional block attention module) [24] in SE (squeeze and excitation) intelligent mobile scenes,
dimensionality reduction operations with side effects are often employed to capture fea-
ture relationships and reduce model complexity. To mitigate the side effects caused by
dimensionality reduction, ECA utilizes 1D convolution to achieve cross-channel interac-
tion capabilities. However, due to the inherent complexity of current mainstream object
detection algorithms, which often have a large number of channels and feature maps with
varying sizes, the interaction capabilities between different features using the commonly
used attention modules remain relatively limited. As a result, there are certain limitations
in the application of these attention modules to object detection tasks.

Based on the preceding analysis, this paper aims to improve the performance of object
detection using attention mechanisms. To achieve this, we introduce the HCFI attention
module, which consists of two parts: the channel attention module and the spatial attention
module. Firstly, we improved the structure of SPP [25] by increasing the pooling kernels,
yielding MKSPP. Next, we utilized the structure of MKSPP to enhance the cross-channel
interaction capability of the channel attention. This improvement effectively addressed the
issues of insufficient synchronous channel interaction range and poor adaptive interaction
range adjustment. Consequently, we derived the HCCI attention module, which exhibits
superior cross-channel interaction performance. Then, we combine dilated convolutions
to improve the cross-spatial interaction capability of the spatial attention, effectively ad-



Remote Sens. 2023, 15, 4991 3 of 22

dressing the issue of insufficient spatial interaction range. This improvement results in
the CSI attention module having better cross-spatial interaction performance. Building
upon these enhancements, we sequentially combine the two modules to propose the HCFI
attention module, which significantly enhances the model’s ability to focus on important
information in object detection tasks. Ultimately, experimental results have validated the
effectiveness of the proposed method for object detection tasks in intelligent mobile scenes.
The primary contributions of this paper are summarized as follows:

(1) Building upon the structure of SPP, we introduced the MKSPP module. Subsequently,
by leveraging the MKSPP structure, we improved the channel attention, resulting in
the HCCI module having better cross-channel interaction performance.

(2) We further enhanced spatial attention by incorporating dilated convolutions, resulting
in the CSI module with improved cross-spatial interaction capabilities.

(3) Based on the aforementioned improvements in the channel attention module and
spatial attention module, this paper introduces the HCFI attention module. Addition-
ally, for cases where certain detectors have extremely small output feature layers, we
propose a solution that combines HCCI with HCFI. We conducted experimental eval-
uations on various detectors and datasets, and the results validate the effectiveness of
the proposed method in object detection tasks.

The rest of the paper includes the following: In the second part, a description of the
previous related works is provided. The third part introduces the proposed methodology
and explains the improvements in detail. The fourth part presents experimental validation
and result analysis. Finally, the fifth part provides a comprehensive conclusion to the paper.

2. Related Work
2.1. Object Detection

Object detection is one of the most important tasks in computer vision. In the
early stages, researchers employed manually crafted features in conjunction with clas-
sifiers [26,27]. However, the accuracy of these methods was limited by the feature represen-
tation approach. In 2014, researchers proposed the deep-learning-based RCNN (Region-
Convolutional Neural Network) [28], which brought object detection technology into the
realm of deep learning. Subsequently, object detection techniques gained widespread
attention, and researchers further developed Fast RCNN [29] and Faster RCNN [30] based
on the foundation of RCNN. These methods typically generate candidate bounding boxes
and then perform predictions, known as two-stage algorithms. However, two-stage algo-
rithms consume substantial computational resources and have relatively slow processing
speeds. To address this, researchers proposed single-stage algorithms like SSD (single-shot
multiBox detector) [31], YOLO (you only look once) [32–36], etc. These methods signifi-
cantly improved processing speed and expanded the applicability of object detection. In
recent years, some researchers have argued that anchor-based designs, to some extent,
constrain the performance limits of detection algorithms. Therefore, they further proposed
anchor-free algorithms such as CornerNet [37] and YOLOX [38], which have effectively
enhanced the convenience of object detection algorithms.

2.2. Attention Mechanism

The attention mechanism is one of the pivotal aspects of human vision, enabling
individuals to selectively concentrate on regions that are more likely to contain objects. Due
to the importance of attention mechanisms in human vision, researchers have conducted
extensive studies recently, attempting to leverage attention mechanisms to augment the
capabilities of computer vision [39–41]. Based on how networks handle different types of
information during modeling, attention mechanisms in current computer vision can be
broadly categorized into three types: spatial domain, channel domain, and hybrid domain.
Their working principles and classifications are shown in Figure 1.
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The essence of the spatial domain attention mechanism is a spatial selection mecha-
nism for images. In the early days, researchers introduced the STN (spatial transformer
networks) [42] to mitigate the significant information loss caused by pooling. STN is indeed
a typical spatial attention mechanism. It can perform arbitrary and complex spatial transfor-
mations on input data, thereby enhancing the network’s robustness to image deformations,
rotations, and other geometric transformations. Additionally, it can be conveniently in-
tegrated into general convolutional modules, improving the model’s ability to focus on
important features in the spatial dimension. However, due to the fact that STN primarily
deals with tasks related to spatial geometric transformations, its applicability may be lim-
ited when facing other types of tasks. Additionally, STN was initially designed primarily for
affine transformations, which might constrain its performance when confronted with more
complex geometric transformations. In response to the limitation where each feature point
on the feature map can only perceive information from the surrounding corresponding
points on the input feature map, researchers have introduced the NLNet (non-local neural
networks) module. This module effectively enhances the network’s understanding of the
global perspective by capturing global information using an attention matrix [43]. How-
ever, NLNet’s relatively high complexity results in a significant demand for computational
resources, limiting the applicability of such methods in intelligent mobile scenes.

The essence of the channel domain attention mechanism is a selection mechanism for
images in the channel dimension. The SE module enhances the response of useful features
and suppresses irrelevant ones by learning weights between feature channels, thereby
improving the quality of feature representation. However, in order to capture dependencies
between different channels, it employs dimensionality reduction operations along the
channel dimension, which may introduce certain side effects to the model’s optimization
process. Considering that second-order information can provide richer insights compared
to first-order information, researchers have further proposed the GSoP (global second-order
pooling) channel attention module [44]. The GSoP module not only takes into account
global information but also captures high-order statistical information from the input data.
This enables the model to better understand the relationships between features. However,
it is precisely because the GSoP module simultaneously considers information at differ-
ent levels that it significantly increases computational complexity, leading to substantial
limitations in its applicability in intelligent mobile scenes. To reduce model complexity
and efficiently obtain channel attention, researchers introduced the ECA module, which
uses 1D convolution to replace channel dimensionality reduction. This not only reduces
model complexity but also effectively avoids the side effects of dimensionality reduction.
Compared to common attention mechanisms, ECA offers lower computational costs and
can be easily integrated into various CNN architectures without significantly increasing
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the computational burden. However, ECA attention modules have limited capabilities in
capturing global information, and they do not consider spatial relationships, which may
lead to certain limitations in specific situations.

Different tasks have varying demands on attention mechanisms during model training.
Object detection tasks require both object recognition (“what”) and precise localization
(“where”), necessitating the use of both spatial and channel attention. The hybrid domain
attention mechanism involves simultaneously constructing spatial attention modules and
channel attention modules. To address the issue of incomplete attention mechanisms in
both spatial and channel domains, researchers have introduced the CBAM attention module.
This module establishes corresponding attention mechanisms separately for both channel
and spatial dimensions and then combines them, enabling the model to simultaneously
consider feature information in both channel and spatial dimensions. However, CBAM
may not necessarily be suitable for all types of tasks, and its channel attention module
simultaneously employs two potentially detrimental dimensionality reduction operations.
Similarly to the aforementioned methods, researchers have proposed the DANet (dual
attention network) module [45] to comprehensively consider channel attention and spatial
attention during model training. DANet achieves this by employing two parallel attention
modules to independently obtain spatial attention and channel attention. It adaptively inte-
grates the relevance of local and global features, further improving feature representation.
However, this approach introduces attention matrices into different attention modules to
enhance feature representation, which increases the computational burden of the model,
limiting its practical applicability.

Although researchers have developed many attention modules, the current commonly
used attention modules for object detection in intelligent mobile scenes still have certain
limitations, as indicated by the previous analysis. In contrast to general object detection
tasks, intelligent mobile scenes usually involve a small number of core objects, such as
pedestrians and vehicles. Algorithms should focus more on these core objects, making
attention mechanisms in computer vision highly valuable. There is still significant room for
improvement in current research achievements. For this purpose, this paper proposes the
HCFI module for object detection, which effectively enhances the ability of object detection
in intelligent mobile scenes to focus on important objects.

3. Method
3.1. Multiple Kernel SPP Block

The initially proposed SPPNet aimed to address the issue of varying input image sizes.
This network can transform images of different sizes into a fixed size for output. Building
upon SPPNet, researchers further introduced the SPP block in subsequent algorithms. This
structure achieves feature fusion on different scales, significantly enhancing the perfor-
mance of object detection. Currently, the SPP block is widely applied in various object
detection algorithms. The structure of the SPP block is illustrated in Figure 2a.

While SPP exhibits good feature fusion performance, its computation density is rel-
atively sparse due to the limitations of the pooling pathway. Therefore, we have made
improvements to it, and the modified structure of MKSPP in this paper is illustrated in
Figure 2b. Building upon the SPP block, we have enlarged the receptive field range of the
main features by adding additional pooling paths. This approach further enhances the
model’s feature fusion capability. Since MKSPP includes more sizes of pooling kernels, it
can consider more important features from various interaction ranges.

3.2. Hybrid Cross-Channel Interaction Attention Module

Inspired by the typical channel attention module SE, channel attention modules typ-
ically employ dimensionality reduction operations to obtain cross-channel interaction
capabilities while reducing model complexity. However, in the context of ECA, its devel-
opers held the view that dimensionality reduction could have certain side effects on the
model, and using fully connected layers to capture channel dependencies was unnecessary
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and inefficient. Therefore, ECA utilizes 1D convolution to attain cross-channel interaction
capabilities, effectively improving performance while maintaining low model complexity.
To obtain different cross-channel interaction ranges, the ECA attention module incorporates
an adaptive adjustment method for the convolution kernel size, as shown in Equation (1).

k = ψ(C) =
∣∣∣∣ log2(C)

γ
+

b
γ

∣∣∣∣
odd

(1)
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In Equation (1), C represents the channel dimension, k denotes the convolution kernel
size, and |t|odd indicates the nearest odd number to t. In the original paper, γ and b are
set to 2 and 1, respectively.

While Equation (1) theoretically allows for adjusting the convolution kernel size based
on different channel numbers, this study has revealed a significant limitation when applied
to object detection tasks. Common object detection algorithms typically have output
channel numbers ranging from 128 to 1024. For instance, SSD’s six output feature layers
have channel numbers of 512, 1024, 512, 256, 256, and 256; YOLOv4’s three output feature
layers have channel numbers of 128, 256, and 512; and YOLOX’s three output feature layers
have channel numbers of 256, 512, and 1024. Based on Equation (1) and the code provided
in the original paper, when the output channel dimension falls within the range of 128 to
1024, the 1D convolution kernel size in ECA is consistently set to 5. This situation leads to a
problem where the designed adaptive adjustment method cannot effectively modify the
kernel size.

To ensure that the network possesses adequate feature extraction capabilities and miti-
gate the problem of information loss due to excessive dimensionality reduction, common
object detection networks typically maintain channel dimensions ranging from 64 to 2048.
Most modules operate with channel dimensions primarily between 128 and 1024. However,
owing to the severely constrained adaptability of ECA’s strategy, the model consistently
extracts channel dependencies at a fixed scale. Therefore, for contemporary object detection
networks, which typically feature complex architectures, the one-dimensional convolution
kernel size in ECA remains almost unchanged, leading to a weakness in its cross-channel
interaction capability. To further enhance the focus on important targets in complex intelli-
gent mobile scenes, we propose the HCCI attention module without using high-complexity
operations. The structure of the HCCI module is shown in Figure 3.
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As shown in Figure 3, we utilize the structure of MKSPP to improve the cross-channel
interaction of the ECA module, resulting in the HCCI module having better cross-channel
interaction capability. It also utilizes one-dimensional convolution to achieve cross-channel
interaction. To avoid the issue of limited adaptive adjustment range or even loss of
adjustment effectiveness in object detection, we incorporate multiple convolution kernels of
different sizes in HCCI to simultaneously capture dependencies between different channels.
The computation method is described in Equation (2).

ω = σ

[
C1D1(

K

∑
k

C1Dk(y))

]
, K ∈ [3, 5, 7, 9, 11, 13, 15] (2)

In Equation (2), C1D represents one-dimensional convolution, k denotes the size of
the one-dimensional convolution kernel, y represents the result of global average pooling
along the channel dimension, σ represents the sigmoid function, and ω represents the final
attention weight.

To improve the interaction performance between different elements of the model,
many methods utilize attention matrices to calculate attention weights between each input
element and all other input elements. This requires the model to store a significant amount
of relational information, which significantly increases the complexity of the model. To
avoid the computational burden associated with excessive complexity, the proposed HCCI
in this paper effectively extracts the most important relational information around input
elements using multi-scale interaction kernels without performing extensive computations.
In the HCCI attention module, we first use global average pooling to consolidate input
features along the channel dimension. Subsequently, we employ multiple one-dimensional
convolution operations at various scales, inspired by the concept of the MKSPP structure,
which handles different ranges. This approach ensures that the model can extract channel
dependencies from varying interaction ranges under any circumstances. It enhances the
information foundation for feature selection during the training process. The interaction
information between features within different ranges makes it more likely for the model to
emphasize crucial information. Based on the above, adjusting the number of convolution
kernels can impact the model’s performance. More convolution kernels lead to better
cross-channel interaction performance, but they also require more computational resources.
Finally, the obtained feature set is integrated again using one-dimensional convolution.
The integrated features thoroughly consider channel dependencies within different ranges,
effectively addressing the issue of limited feature interaction range. This enhancement
boosts the cross-channel interaction performance of the object detection model.

3.3. Cross-Space Interaction Attention Module

Due to its lower model complexity and wide applicability, CBAM is one of the most
commonly used attention modules at present. It consists of two parts: the channel domain
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and the spatial domain. In the spatial attention module, it leverages the spatial relationships
of features to generate a spatial attention map. Convolutional operations are used to extract
dependencies between features, and ultimately, attention weights are generated using the
sigmoid function. The computation method for attention allocation in the CBAM spatial
attention module is described in Equation (3).

Ms(F) = σ
(

f 7×7([F s
avg; Fs

max])) (3)

In Equation (3), Fs
avg and Fs

max represent two feature maps generated using pooling, σ

represents the sigmoid function, and f 7×7 represents the convolutional kernel size of 7 × 7.
Although the CBAM spatial attention module employs convolutional operations

to achieve some level of cross-spatial information interaction, research has encountered
challenges in determining the optimal convolutional kernel size. Smaller kernel sizes have
a lower computational cost and are less likely to lose important features, but they have a
limited interaction range and may struggle to obtain sufficient cross-spatial information
interaction. On the other hand, larger kernel sizes can achieve stronger cross-spatial
information interaction performance, yet they are more susceptible to feature loss and
result in heightened computational parameters. To strike a balance between these factors,
the CBAM spatial attention module employs a convolutional kernel size of 7 × 7.

However, in current mainstream object detection algorithms, to achieve effective
multi-scale detection results, different scale output feature layers are often used simulta-
neously. When the convolutional interaction range on larger-scale output feature layers
remains the same as that on smaller-scale feature layers, it leads to a weakened cross-spatial
interaction capability.

However, in current mainstream object detection algorithms, to achieve effective multi-
scale detection results, different scale output feature layers are often used simultaneously.
When the convolutional interaction range on larger-scale output feature layers remains the
same as that on smaller-scale feature layers, it leads to a weakened cross-spatial interaction
capability. Furthermore, in object detection networks, there are many feature maps with
scales larger than the output layers. If the application scope of the CBAM spatial attention
module is extended to the entire network, the problem of weaker cross-spatial interaction
capability will be further emphasized. Similar to the previous discussion, improving the
spatial attention module using the structure of MKSPP can effectively enhance cross-spatial
interaction performance. The improved structure is shown in Figure 4.
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Similar to the previous section, the approach presented in Figure 4 effectively extracts
the most critical contextual information around input elements using multi-scale interaction
kernels without extensive computations. However, considering the limited computing
resources and the high real-time requirements for algorithms in intelligent mobile scenes, in
order to reduce computational complexity as much as possible, this paper further improves
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the spatial attention module. Without using any additional computations, the CSI attention
module is proposed, as shown in Figure 5.
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As shown in Figure 5, we replaced regular convolutions with dilated convolutions,
effectively increasing the computation range of feature dependencies and obtaining a
CSI module with better cross-space interaction capabilities. In our study, we used dilated
convolutions with a dilation rate of 2 instead of standard convolutions, and the computation
is performed according to Equation (4).

Ms(F) = σ
(

f 7×7
2 ([F s

avg; Fs
max])) (4)

In Equation (4), f 7×7
2 represents a 7 × 7 dilated convolution kernel with a dilation rate

of 2, and the remaining terms are consistent with the previous text.
In the CSI attention module, we first integrate input features in the spatial dimension

using global max-pooling and global average-pooling operations. Subsequently, we replace
the standard convolutions used to capture spatial dependencies in the spatial attention
module with dilated convolutions. This approach effectively extends the range of feature
selection in the spatial attention module, enhancing the information foundation for feature
selection during model training. As a result, it becomes easier to highlight crucial informa-
tion when dealing with large feature maps in object detection tasks. Additionally, compared
to the approach of increasing the convolution kernel size to enhance the interaction range,
the CSI module is less likely to lose important features, allowing it to retain more valuable
information. Furthermore, adjusting the dilation rate of dilated convolutions can impact
the model’s performance. A larger dilation rate results in a broader consideration of the
interaction range. Considering the typical feature map sizes in object detection models, this
study selects a dilation rate of 2. In response to the high real-time requirements of intelligent
mobile scenes, our CSI module achieves a larger spatial interaction range without introduc-
ing additional computational parameters. This low-complexity improvement is beneficial
for the practical application of object detection in intelligent mobile environments.

3.4. Hybrid Cross-Feature Interaction Attention Module

The requirements of the object detection task, which involve object recognition and
precise localization, necessitate the incorporation of both spatial attention and channel
attention simultaneously. Furthermore, there are higher constraints on the complexity of
models in practical intelligent mobile scenes. Based on these considerations, to enhance
the focus of the object detection model on important objects in intelligent mobile scenes,
we propose the HCFI attention module by combining the aforementioned HCCI attention
module and CSI attention module. Its structure is illustrated in Figure 6.
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Figure 6 illustrates the process: once the feature map is fed into the HCFI attention
module, it initially goes through the HCCI channel attention module. After integrating
the input feature map through global average pooling, it employs a multi-scale interactive
kernel to capture channel dependencies across various interaction ranges, followed by
feature integration. This approach considers both important information from neighboring
channels and the relationships between distant channels, exhibiting a multi-scale cross-
channel interactive effect. Following the HCCI channel attention module, the feature map
further enters the CSI spatial attention module. After integrating the input features along
the channel dimension using two pooling methods, it then employs dilated convolutions to
obtain a larger spatial interaction range. This method effectively enhances the interaction
range without increasing the model’s complexity. The proposed method in this paper
improves the focus of object detection on important objects by enhancing the cross-feature
interaction capability in both channel and spatial dimensions. The algorithm workflow is
shown in Algorithm 1.

Algorithm 1: HCFI Module

Input: Input features with shape [N1, C1, H1, W1]
Output: Output features with shape [N3, C3, H3, W3]
1. Calculate cross-channel interaction features for different interaction ranges:
C3, C5, C7, C9, C11, C13, C15
2. Calculate the integrated channel features: F = Conv1d(C3 + C5 + C7 + C9 + C11 + C13 + C15)
3. Calculate the output features of the HCCI module:
[N2, C2, H2, W2] = [N1, C1, H1, W1] × Sigmoid(F)
4. Calculate the integrated spatial features: FS

avg, FS
max

5. Calculate cross-space interaction features using dilated convolution: M = f2
7×7[FS

avg; FS
max]

6. Calculate the output features of the CSI module:
[N3, C3, H3, W3] = [N2, C2, H2, W2] × Sigmoid(M)

In summary, the proposed HCFI attention module in this paper enhances the per-
formance of object detection by seamlessly combining both channel and spatial attention
mechanisms. Building upon the foundations of the HCCI and CSI modules, the HCFI
module demonstrated better cross-feature interaction capability without the need for high-
complexity operations. This effectively improves the attention capacity of object detection
for important information in intelligent mobile scenes.

4. Experiment and Discussion
4.1. Dataset and Detection Algorithm

In this section, we evaluate our proposed method through experiments conducted on
three datasets: VOC [46], COCO [47], and BDD100K [48]. The VOC and COCO datasets
are widely recognized in the field of object detection, covering diverse object classes
frequently encountered in mobile scenes, such as people, bicycles, motorcycles, cars, buses,
trucks, trains, traffic lights, and traffic signs. By choosing VOC and COCO datasets for
our experiments, we can verify the effectiveness of the proposed method in intelligent
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mobile scene object detection techniques and explore its potential applications in other
scenes. Additionally, BDD100K is one of the largest and most diverse complex intelligent
transportation datasets, and it is among the most authoritative datasets used for object
detection tasks in mobile scenes. Choosing BDD100K as an experimental dataset allows us
to further validate the effectiveness of the proposed method in intelligent mobile scenes.

To comprehensively evaluate the performance of our proposed algorithm, we employ
three well-established object detection algorithms: YOLOX, YOLOv5, and SSD, as eval-
uation benchmarks. All algorithms in the experiments are implemented using PyTorch
1.7.1. To fully validate the effectiveness of the proposed algorithm, we embed the HCFI
attention module into different object detection frameworks for comparative experiments.
Considering that different object detection frameworks may have structural differences
leading to variations in details, to ensure the fairness of comparative experiments, all other
influencing factors except for the attention module are kept consistent within the same
object detection framework.

4.2. Experiments on YOLOX

In this section, we conduct experiments on the YOLOX detector. YOLOX is a recently
released anchor-free detector that has shown excellent performance on multiple bench-
marks. First, we conduct experiments using YOLOX on the COCO dataset. Due to the
extensive size of the complete COCO dataset and considering the limited performance of
our hardware platform, we use the COCO val-2017 subset as the experimental dataset. This
subset comprises 5000 images and 36,781 objects, and it is divided into training, validation,
and test sets in an 8:1:1 ratio. To accommodate various application scenes, YOLOX has
released multiple versions. In this paper, we used YOLOX-S for the experiments. YOLOX
has three output feature layers, and we added attention modules to each output feature
layer for optimization. The structure of YOLOX and the added attention modules are
illustrated in Figure 7.
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As shown in Figure 7, the added attention modules are highlighted with a green back-
ground. In this section, we first validate the stability of the proposed MKSPP structure in
YOLOX. Figure 8 provides a visual representation of the experimental outcomes pertaining
to the fluctuation in loss attributed to the MKSPP module.
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Upon observing Figure 8, it becomes apparent that the MKSPP structure induces a
relatively minor variation in loss values overall. When we zoom in on the latter stages of
training, we can observe that the validation loss associated with MKSPP is comparatively
lower, effectively substantiating the stability of the MKSPP module. Since the proposed
HCFI attention module is composed of two parts: the HCCI channel attention module
and the CSI spatial attention module, we conducted ablation experiments to evaluate the
effectiveness of each part separately. To ensure the stability of model training, we employed
pre-trained weights during the experiments, and the results are shown in Table 1.

Table 1. The ablation experimental results of the proposed method in YOLOX.

Method HCCI CSI HCFI mAP (%)

YOLOX

× × × 59.81√
× × 60.28

×
√

(+CBAM channel) × 60.37

× ×
√

60.52

From Table 1, it becomes evident that all attention modules contribute to improving
object detection performance to some extent. Within the YOLOX algorithm, the proposed
HCCI and CSI attention modules effectively enhance the model’s attention in the channel
and spatial dimensions, respectively. Moreover, by combining the HCCI and CSI modules
to create the HCFI attention module, the best performance is achieved, resulting in a
performance improvement of 1.19% compared to the original version. This effectively
demonstrates the ability of the proposed method to enhance the focus of object detection.
Building on these insights, to further validate the stability of the proposed HCFI attention
module’s performance, this section evaluates the performance of different methods using
multiple metrics such as mAP50, mAP75, and mAP50:95. The experimental results are
shown in Table 2.

Table 2. The performance evaluation results on the YOLOX detector.

Method/
Evaluation mAP50 (%) mAP75 (%) mAP50:95 (%) FPS

YOLOX (base) 59.81 44.03 40.42 121.33Relative improv. %
base + ECA 60.11 44.19 40.80

115.64Relative improv. % 0.50% 0.36% 0.94%
base + CBAM 60.28 43.98 40.63

108.28Relative improv. % 0.79% −0.11% 0.52%
base + HCFI 60.52 45.51 41.04

107.46Relative improv. % 1.19% 3.36% 1.53%
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The results in Table 2 reveal that, on the COCO dataset, the proposed HCFI attention
module consistently outperforms commonly used attention modules across three distinct
evaluation metrics (mAP50, mAP75, and mAP50:95). Compared to the original YOLOX
model, it achieves a noteworthy performance improvement of 1.53% in the comprehensive
mAP50:95 metric. Furthermore, we conducted an analysis of the computational speed
when incorporating different attention modules into the model. The results indicate
that the proposed HCFI approach in this paper demonstrates excellent computational
efficiency, thereby validating that our method can enhance focus on important objects while
maintaining model computational efficiency.

Building upon the experiments mentioned earlier, in order to thoroughly validate the
effectiveness and robustness of our approach, we extended our research by conducting
experiments using YOLOX on the BDD100K dataset. Similar to the COCO dataset, and
taking into account the extensive size of the BDD100K dataset and the limitations of our
experimental platform, we conducted experiments using a subset of 5000 images from its
validation set. We partitioned these images into training, validation, and test sets in an
8:1:1 ratio. Because the BDD100K dataset exclusively comprises object instances from traffic
scenes and has a substantial number of such instances, it has led to a significant imbalance
in the dataset. In this section, we first conducted a statistical analysis of the number of
objects in different categories within the experimental dataset. The results of this analysis
are presented in Table 3.

Table 3. The number of object instances for different categories in the BDD100K dataset.

Classes Bicycle Train Pedestrian Truck Traffic Sign Car Bus Motorcycle Rider Traffic Light

Number 494 8 5681 1907 15,710 46,499 728 189 286 11,886

As shown in Table 3, within the dataset used for the experiments in this section, the
category with the highest quantity is “car”, which includes 46,499 object instances, while
the category with the fewest instances is “train”, which contains only 8 object instances.
There is an immense disparity in sample quantities among different categories. To mitigate
the issues caused by a severe sample imbalance during model training, we opted to exclude
categories with fewer than 500 instances in our experiments.

Building on the experiments conducted earlier in this section, we initially assessed the
performance of various methods on the BDD100K dataset across multiple metrics such as
mAP50, mAP75, and mAP50:95. Furthermore, we further validated the performance of
our approach using metrics like mAPsmall, mAPmedium, and mAPlarge. The experimental
results are presented in Table 4.

Table 4. Performance evaluation of the YOLOX Detector on the BDD100K dataset.

Method/Evaluation mAP50 (%) mAP75 (%) mAP50:95 (%) mAPsmall (%) mAPmedium (%) mAPlarge (%) FPS

YOLOX (base) 35.93 18.48 19.82 3.70 25.45 52.35 125.83Relative improv. %
base + ECA 36.08 19.05 20.05 4.54 25.42 52.03

119.62Relative improv. % 0.42% 3.08% 1.16% 22.70% −0.12% −0.61%
base + CBAM 36.15 18.84 19.99 3.86 25.53 52.21

111.35Relative improv. % 0.61% 1.95% 0.86% 4.32% 0.31% −0.27%
base + HCFI 36.60 19.26 20.39 4.70 26.60 51.00

110.94Relative improv. % 1.86% 4.22% 2.88% 27.03% 4.52% −2.58

The results in Table 4 demonstrate that, on the BDD100K dataset, the proposed HCFI
attention module consistently outperforms common attention modules across three distinct
evaluation metrics (mAP50, mAP75, and mAP50:95). Compared to the original YOLOX
model, it achieves a remarkable performance improvement of 2.88% in the comprehensive
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mAP50:95 metric. Furthermore, in the performance testing for objects of different sizes,
our approach still excels in two metrics, validating the effectiveness and robustness of
our method. Finally, we conducted a computational speed analysis when incorporating
different attention modules into the model. The results indicate that the proposed HCFI
approach in this paper exhibits excellent computational efficiency. Compared to commonly
used attention modules in the context of intelligent mobile scenes, it achieves competitive
computational speed, providing strong evidence that our method can enhance focus on
important objects while maintaining model computational efficiency.

4.3. Experiments on YOLOv5

Similar to the experiments in the previous section, in order to further validate the
effectiveness of the method proposed in this paper, we conducted experiments using the
YOLOv5 detector on both the BDD100K dataset and the COCO dataset. The data used in
these experiments are the same as in the previous section. To accommodate the varying
requirements for detection speed and accuracy in different scenes, YOLOv5 has released
multiple versions. To balance detection speed and accuracy, we use the YOLOv5-m version
for experimentation in this section. Moreover, YOLOv5 is one of the most widely used object
detectors, and it also has three output feature layers. Similar to the previous section, we
added attention modules to each output feature layer for optimization. First, we conducted
experiments using YOLOv5 on the BDD100K dataset. Similar to the experiments described
earlier, in this section, we utilized ablation experiments to validate each component of
the proposed module. Pre-trained weights were applied during the experiments, and the
results are shown in Table 5.

Table 5. The ablation experimental results of the proposed method in YOLOv5.

Method HCCI CSI HCFI mAP (%)

YOLOv5

× × × 45.39√
× × 45.85

×
√

(+CBAM channel) × 45.81

× ×
√

45.98

From Table 5, it can be observed that the proposed HCCI channel attention module
and CSI spatial attention module effectively enhance the model’s attention in the channel
and spatial dimensions, respectively. Furthermore, the HCFI attention module achieves the
best performance, providing strong evidence for the effectiveness of the proposed method.
Building upon these findings, to more intuitively demonstrate the performance of the
proposed method, we conducted a comparative analysis of the model’s performance with
the addition of different attention modules. The results are shown in Figure 9.
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In Figure 9, the blue curve marked with the diamond represents the experimental
results without adding any attention module, while the red curve marked with the asterisk
represents the experimental results with the addition of the proposed HCFI attention
module from this paper. The experimental results clearly illustrate that the proposed
method outperforms ECA and CBAM, effectively improving the algorithm’s focus on
important objects. To further compare the overall performance enhancement effect of the
proposed method, we evaluated the detection results under various metrics, including
mAP50, mAP75, and mAP50:95. The experimental results are shown in Table 6.

Table 6. Performance evaluation of YOLOv5 on the BDD100K dataset.

Method/
Evaluation mAP50 (%) mAP75 (%) mAP50:95 (%) FPS

YOLOX (base) 45.39 24.55 25.83 97.71Relative improv. %
base + ECA 45.73 25.26 25.91

95.07Relative improv. % 0.75% 2.89% 0.31%
base + CBAM 45.75 24.61 26.10

92.45Relative improv. % 0.79% 0.24% 1.05%
base + HCFI 45.98 25.26 26.36

89.73Relative improv. % 1.30% 2.89% 2.05%

As shown in Table 6, in the experiments on the BDD100K mobile scene dataset, the
proposed HCFI attention module outperforms the currently widely used attention mod-
ules across different evaluation metrics, effectively improving the model’s performance.
Compared to the original YOLOv5, under the more comprehensive mAP50:95 metric,
HCFI improves the accuracy to 26.36% mAP, resulting in a 2.05% enhancement in model
detection performance. In addition, we conducted a computational speed analysis when
adding various attention modules to the model. The results indicate that the proposed
HCFI approach presented in this paper exhibits excellent computational efficiency, af-
firming that our method can enhance object detection focus while maintaining model
computational efficiency.

Based on the experiments mentioned above, in order to thoroughly validate the
effectiveness and robustness of our approach, we further conducted experiments using
YOLOv5 on the COCO dataset. Following the experiments described earlier in this section,
we initially assessed the performance of various methods on the COCO dataset across
multiple metrics such as mAP50, mAP75, and mAP50:95. Furthermore, we further validated
the performance of our approach using metrics like mAPsmall, mAPmedium, and mAPlarge.
The experimental results are presented in Table 7.

Table 7. Performance evaluation of the YOLOv5 detector on the COCO dataset.

Method/Evaluation mAP50 (%) mAP75 (%) mAP50:95 (%) mAPsmall (%) mAPmedium (%) mAPlarge (%) FPS

YOLOX (base) 63.51 47.10 43.00 22.56 43.70 55.59 96.27Relative improv. %
base + ECA 63.66 48.33 44.42 24.07 45.43 56.89

93.81Relative improv. % 0.24% 2.61% 3.30% 6.69% 3.96% 2.34%
base + CBAM 63.64 48.33 44.44 23.26 46.26 56.95

88.28Relative improv. % 0.20% 2.61% 3.35% 3.10% 5.86% 2.45%
base + HCFI 64.14 48.49 44.91 23.69 46.68 57.39

86.37Relative improv. % 0.99% 2.95% 4.44% 5.01% 6.82% 3.24%

The results in Table 7 demonstrate that, on the COCO dataset, the proposed HCFI
attention module consistently outperforms common attention modules across three distinct
evaluation metrics (mAP50, mAP75, and mAP50:95). Compared to the original YOLOv5
model, it achieves a remarkable performance improvement of 4.44% in the comprehensive
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mAP50:95 metric. Furthermore, in the performance testing for objects of different sizes,
our approach still excels in two metrics, validating the effectiveness and robustness of
our method. Finally, we conducted a computational speed analysis when incorporating
different attention modules into the model. The results indicate that the proposed HCFI
approach presented in this paper exhibits excellent computational efficiency. Compared to
commonly used attention modules in the context of intelligent mobile scenes, it achieves
competitive computational speed, providing strong evidence that our method can enhance
focus on important objects while ensuring model computational efficiency.

4.4. Experiments on SSD

Following a similar methodology as the previous experiments, this section further
substantiates the effectiveness of the HCFI attention module across different detectors. We
conducted experiments using the SSD detector on the VOC2007 dataset, which includes
9963 images with 20 object categories. The SSD detector is a classic framework in the field of
object detection, and in this paper’s experiments, we used VGG16 as the backbone network
for the detector.

Since the SSD detector is different from the two detectors mentioned earlier, it has
a total of six output layers, with the last four output layers being very small, especially
the final output layer having only one pixel size. In our research, we found that this
configuration is not conducive to the application of spatial attention modules. Consequently,
we applied the proposed HCFI attention module only to the first two larger feature layers,
while applying the proposed HCCI channel attention module to the subsequent four smaller
feature layers. The structure of SSD and the added attention modules are illustrated in
Figure 10.
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Building on the insights gained from the earlier ablation experiments, in order to
comprehensively compare the overall performance enhancement effect of the proposed
method, we evaluated the detection results under various metrics, including mAP50,
mAP75, and mAP50:95. The experimental results are shown in Table 8.

The experimental results presented in Table 8 demonstrate that the proposed attention
mechanism outperforms the currently widely used attention modules in all three evalu-
ation metrics, effectively improving the model’s performance. Compared to the original
SSD algorithm, the proposed method achieved a 0.74% improvement in model detection
performance under the more comprehensive mAP50:95 metric, providing strong evidence
for the effectiveness of the proposed method in enhancing the object detection attention
capability. In the experiments, CBAM achieved lower results in both mAP75 and mAP50:95
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metrics compared to the original detection results, once again highlighting the limitations
of spatial attention modules in object detection algorithms. However, the proposed method
obtained the best results, showcasing that the combination of HCFI and HCCI proposed in
this paper is an excellent solution when dealing with smaller output feature layers.

Table 8. The performance evaluation results on the SSD detector.

Method/Evaluation mAP50 (%) mAP75 (%) mAP50:95 (%)

SSD (base) 86.13 61.70 55.56
base + ECA 86.20 61.64 55.64

Relative improv. % 0.08% −0.10% 0.14%
base + CBAM 86.20 61.38 55.31

Relative improv. % 0.08% −0.52% −0.45%
base + HCFI 86.67 62.54 55.97

Relative improv. % 0.63% 1.36% 0.74%

4.5. Discussion

In the preceding experimental section, we systematically assessed the efficacy of the
proposed HCFI attention module across different detectors and datasets. The experiments
with various detectors and datasets consistently showed that the proposed method achieved
the best results, demonstrating the performance of the proposed approach. Building upon
the objective analysis mentioned above, we further conducted visual experiments on the
dataset to provide an intuitive discussion. Partial visual results are shown in Figure 11.
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As shown in Figure 11, each image pair features the original detection results on the
left and the results obtained with the method proposed in this paper on the right. In the
first group of visual experiment results, it can be observed that our method additionally
pays attention to the traffic lights and the car on the left. In the second group of visual
experiment results, our method also captures the car on the left, which was previously
obscured in the ground truth. In the third group of visual experiment results, our method
additionally identifies two people overlapping with the car instance in the lower right
corner. In addition to the presented detection results, to further investigate the variations
in the model’s performance, we further utilize heatmap visualization on the mentioned
images to demonstrate the differences in the model’s detections. The heatmap visualization
results are shown in Figure 12, where the leftmost image in each group is the original
image, the middle image is the heatmap of the original detector, and the right image is the
heatmap of our model in this paper.
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Analyzing the heatmap visualization results in Figure 12 alongside the detection
results in Figure 11, it can be observed that the heatmap corresponding to the performance
improvement of our proposed method is more distinct. For instance, in the first group of
heatmaps, the region corresponding to the missed traffic light is much more prominent,
indicating that our model has a stronger attention capability during the detection process.
Similar to the aforementioned visual experiments, to further validate the effectiveness of
our proposed method in real local mobile scenes, we collected real transportation scene
data in Xi’an City for visualization verification, as shown in Figure 13.

Figure 13 showcases the visualization results of our proposed method applied to real
local transportation scene data. In each set of images, the left side represents the original
detection results, and the right side shows the detection results of the method proposed
in this paper. In the first group of visual experiment results, it can be observed that our
method additionally pays attention to the traffic signs in the middle of the images. In
the second group of visual experiment results, it can be observed that our method not
only captures the cars in the middle of the images but also avoids misidentifying three
electric motorcycles as cars. In the third group of visual experiment results, our method
additionally identifies the car on the left side and the pedestrians on the right side of the
images. These diverse visualized detection results demonstrate that the proposed HCFI
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attention module successfully pays attention to more objects, providing strong evidence
for the effectiveness and wide applicability of our proposed method in this paper.
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5. Conclusions

The objective of this paper is to enhance the applicability of object detection technology
in intelligent mobile scenes by improving the model’s attention to important objects. Di-
verging from recent developments like PCT and T2T-ViT, which propose deep self-attention
networks, our primary approach is to minimize the additional computational burden on
the model, making it suitable for mobile scenes. To achieve this, the paper conducted an
in-depth study of the limitations of commonly used attention mechanisms when applying
them to intelligent mobile scenes. Building upon this research, the paper first proposes the
MKSPP structure and improves the channel attention to obtain the HCCI attention module
with better cross-channel interaction performance. Furthermore, the paper improved spa-
tial attention by incorporating dilated convolutions, resulting in the CSI attention module
having better cross-space interaction performance. By sequentially combining these two
modules, the paper achieves the improved HCFI attention module without using high-
complexity operations. Finally, experimental results demonstrate that the proposed HCFI
method increases the performance of YOLOX on the COCO dataset by 1.53% in terms of
the comprehensive mAP50:95 metric and improves the performance of YOLOv5 on the
BDD100K dataset by 2.05%. Additionally, the paper proposes a solution that combines
HCCI and HCFI for detectors like SSD that have extremely small output feature layers. The
experimental results validate the effectiveness of the proposed method in enhancing the
model’s attention to important objects. This research significantly advances the field and
effectively enhances object detection’s practicality in intelligent mobile scenes.
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