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Abstract: As an irreplaceable quantitative interpretation method, prestack seismic inversion enables
the effective estimation of subsurface elastic parameters for reservoir prediction. However, for the
model-driven prestack seismic inversion, the band-limited characteristics and noise interference
of observed seismic data result in its high dependence on the initial models. This suggests that
reasonable initial models act as a supplement to reliable variation trends in formation and can reduce
the non-uniqueness of inversion results. In this article, we introduce a well-log interpolation method
with a feature map-guided non-local means algorithm, which is for establishing high-fidelity initial
models used for prestack seismic inversion. First, we briefly review the basic theory of general
model-driven prestack seismic inversion. Then, we use dictionary learning to split the poststack
seismic record into patches, and represent them with sparse vectors, instead of directly using seismic
record. The advantage of dictionary learning is that it can adaptively extract useful signals from noisy
observed data and provide fine structures by sparse reconstruction. Therefore, the proposed feature
extraction method can improve the noise immunity and reliability of the well-log interpolation.
More accurate initial models are pre-constructed efficiently by our feature extraction method, which
improves the reliability of prestack seismic inversion results. Two kinds of observed seismic data
are used, including the poststack seismic record for well-log interpolation and prestack seismic data
used for inversion. Synthetic and field data tests both demonstrate the favorable performance of the
proposed well-log interpolation method. In summary, a novel and convenient initial model building
approach is provided, which contributes to seismic exploration and geologic modeling.

Keywords: well-log interpolation; feature map; dictionary learning; initial model; seismic inversion

1. Introduction

Seismic inversion can interpret subsurface elastic parameters from observed seismic
data; these include acoustic impedance, P-wave velocity (vp), S-wave velocity (vs), and
density (ρ) [1–5]. The obtained subsurface elastic parameters are beneficial for reservoir
prediction [6–8]. Poststack seismic data are self-simulation and self-received. Prestack
seismic data reflect seismic amplitude variation with different incident angles. Compared
with poststack seismic inversion, prestack inversion takes advantage of seismic amplitude
versus offset (AVO) information, which can provide a wider range of elastic parameters for
seismic interpretation.

The seismic amplitude can only depict the interface information of the horizons, e.g.,
the relative variation of elastic parameters [9]. Revealing subsurface quantitative elastic
parameters is outside of the ability of seismic inversion relied on amplitude only. Initial
models offer beginner value for seismic inversion, which is updated until the synthetic
seismic data matches with observed data. The low-frequency initial model can reveal the
variation trend of formation and provide an initial value for seismic inversion. However, if
an initial model is deviated from the true situation, it will provide a biased inversion result,
which leads to wrong interpretation results [10].

There are various initial model building methods, which can be divided into four cate-
gories [11–14]. First, velocity analysis picks the maximum energy of velocity spectra and
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interpolates the picked velocity points to obtain a low-frequency velocity model [15–17].
However, this method is dependent on the quality of seismic data and the accuracy of man-
ual pickup. If the observed seismic record is of low quality, the energy of velocity spectra is
unfocused, which makes it hard to determine the energy peaks. Second, travel time tomog-
raphy takes into account that travel time is sensitive to low-frequency velocity, and utilizes
travel time information to build an initial model [18–20]. It provides a velocity model by
minimizing the misfit between the observed and forward modeling first arrivals. Generally,
the travel time information for a given model is obtained by solving the eikonal equation.
However, the tomography depends on the first break picking of the observed data. Third,
the full-waveform inversion method uses the kinematic and dynamic information of the
prestack seismic waves to recover the subsurface velocity structures [21–23]. However, its
high computational cost, ill-posedness, and nonconvex nature of objective function limit its
application and popularization. Fourth, the interpolation method guides the interpolation
of filtered borehole curves depending on interpreted horizons. However, it requires a high
amount of human intervention, which can easily introduce manual errors [24]. Moreover,
horizon information is always limited, and geological details are hard to recover.

Recently, there has been increasing attention paid to seismic attributes-guided well-log
interpolation [25–29], such as structure tensors [30,31], seismic slope [32], and prespecified
filters [33]. Seismic attributes-guided well-log interpolation schemes can take advantage
of seismic information rather than a few interpreted horizons with human intervention
reduced. However, the interpolation results are sensitive to the reliability and accuracy of
the extracted seismic attributes. Real seismic data are generally noisy and band-limited,
so it is difficult to extract useful information based on manual specified attributes. The
band-limited nature leads to smoother interpolated results when interpolated points are far
away from wells. Additionally, the noise presented in observed data makes interpolation
results biased from the true situation. In this paper, we utilize dictionary learning to
sparsely code seismic sampling points, e.g., each seismic sampling point can be represented
by a sparse vector under an adaptively learned dictionary. The successful application of
dictionary learning in seismic processing indicates that these sparse vectors can efficiently
represent useful information from the observed low-quality seismic record, and reduce the
interference of band-limited nature and noise of seismic data as much as possible [34–40].
We apply the extracted feature maps in the non-local means algorithm (NLM) for well-log
interpolation, which utilizes the similarity of feature maps to interpolate vp, vs, and ρ
models between wells. Finally, we show the interpolated results for model-driven prestack
seismic inversion to illustrate the proposed method’s performance.

The rest of this paper is organized as follows. First, we review the theory of general
model-driven seismic inversion. Then, we introduce well-log interpolation by NLM, which
utilizes the local seismic amplitude information. Additionally, we present the feature maps
that are extracted from observed poststack seismic data based on dictionary learning. After
that, to demonstrate the effectiveness of the proposed method, we apply the proposed
interpolated methods on both synthetic and field data tests in view of interpolated results
and model-driven prestack seismic inversion results.

2. Theory and Methods
2.1. General Model-Driven Prestack Seismic Inversion

Zoeppritz’s equation can describe the AVO phenomenon. However, it is a nonlinear
equation for forward modeling and inversion [41]. In this paper, we conduct the prestack
seismic inversion using one of its approximations, i.e., the Aki–Richards equation [42].
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where R(θ) represents the reflectivity at θ incident angle, vp, vs, and ρ represent P-wave
velocity, S-wave velocity, and density, respectively, and ∆vp, ∆vs, and ∆ρ represent the
difference of P-wave velocity, S-wave velocity, and density across an interface.

Based on the seismic convolution model, the prestack seismic data can be expressed
by convolving seismic wavelets and reflectivities at different incident angles [43]:

d(θia) = W(θia) ∗R(θia), ia = 1, 2, . . . , na, (2)

where d(θia) denotes prestack seismic angle gathers, W(θia) represents the source wavelet
corresponding to angle θia, ∗ denotes convolution operation, and na is the number of
angle gathers. We assume that the wavelet is known, which can be obtained via wavelet
extraction based on seismic data and well-log information or perhaps alternatively via the
statistical methodology. Equation (2) can be represented in matrix form [44]:

d = WHm, (3)

where H denotes the product of coefficient matrix of (1) and the first-order difference matrix,
m, represents the three parameters of vp, vs, and ρ to be inverted:

m =
[
vT

p vT
s ρT

]T
. (4)

The objective function for conventional model-driven prestack seismic inversion is con-
structed by seismic mismatch term and model constraint [45], which can be written as

min
m
‖d−WHm‖2

2 + λ‖m−m0‖2
2, (5)

where m0 represents the initial model by concatenating three elastic parameters, and λ
is the regularization parameter controlling the contribution of the observed seismic data
and the initial model to inversion results. The regularization term expects the inversion
results approach to the initial model. In both synthetic and field data tests, we set λ based
on the interpolated results compared with known borehole data. The initial model m0 is
obtained by feature map-guided well-log interpolation, which will be illustrated in the
following parts.

2.2. Well-Log Interpolation by Non-Local Means Algorithm

There are many studies indicating that the seismic-guided well-log interpolation
can reduce manual interpretation errors, and adaptively interpolate borehole data along
local seismic similarity or structure dip angles. However, these methods are usually time-
consuming due to the inverse operation of the matrix.

To accelerate the interpolation’s computational efficiency, we utilize a non-local means
(NLM) algorithm [46–48]. The surrounding Q known nodes are made with a weighted
summation to calculate the value of one unknown node, which is expressed as

xi,j =
Q

∑
q=1

bi,j,qxi,j,q, (6)

where xi,j is the parameter at an objective point (i, j), j stands for the CDP number and
i for the sampling point, xi,j,q is the number q well-log point to interpolate xi,j, and bi,j,q
represents the weight coefficient, and Q stands for the number of samples of well log. To
intuitively illustrate this workflow, we plot Figure 1 to show the schematic diagram for
NLM, where CDP (common depth point) denotes the spatial location, and the time label
represents the time duration of recorded data, which can reflect subsurface information at
different depths. There are five reference points, e.g., Q = 5. The elastic parameter at one
point is interpolated by weighted sum of five known reference points’ data, and the weight
coefficients are calculated based on the similarity between seismic patches centered at the
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known reference and interpolated points. In each yellow box, the signals are weighted sum
to get signal in green box. The weighted coefficients bi,j,q are used for interpolation in NLM
algorithm. Based on the local seismic patches, the weight bi,j,q is given by

bi,j,q =
1
η

exp
(
−‖Ri,js−Ri,j,qs‖2

2/h
)

, (7)

where h is a prespecified hyper-parameter, Ri,j is an operator to extract the local seismic
patch for which central point is located at number j CDP and number i sampling point, Ri,j,q
is used to extract number q reference seismic patch, s denotes observed poststack seismic
record, and η is defined as

η =
Q

∑
q=1

exp
(
−‖Ri,js−Ri,j,qs‖2

2/h
)

, (8)

to ensure
Q

∑
q=1

bi,j,q = 1. (9)
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Figure 1. The schematic diagram for obtaining NLM interpolation coefficients based on the ob-
served poststack seismic record. (a) The elastic parameters for interpolation (green circle) and the 
known points (yellow circle) at well location (blue line), and (b) seismic patches centered at borehole 
points (yellow rectangle) and interpolated point (green rectangle) are used to calculate the interpo-
lation weight coefficients bi,j,q. 

Seismic patches are extracted with a sliding window shown in Figure 2a. The red and 
yellow rectangles indicate the sliding window. The seismic profile is decomposed with 
the sliding window along vertical and horizontal directions. Each patch represents the 
local feature of the central sampling point. Therefore, we only show parts of seismic 
patches in Figure 2b. 

Figure 1. The schematic diagram for obtaining NLM interpolation coefficients based on the observed
poststack seismic record. (a) The elastic parameters for interpolation (green circle) and the known
points (yellow circle) at well location (blue line), and (b) seismic patches centered at borehole points
(yellow rectangle) and interpolated point (green rectangle) are used to calculate the interpolation
weight coefficients bi,j,q.

Seismic patches are extracted with a sliding window shown in Figure 2a. The red and
yellow rectangles indicate the sliding window. The seismic profile is decomposed with the
sliding window along vertical and horizontal directions. Each patch represents the local
feature of the central sampling point. Therefore, we only show parts of seismic patches in
Figure 2b.
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Figure 2. (a) Synthetic poststack seismic data and (b) some seismic patches decomposed from the
seismic profile with a sliding window.

Intrinsically, the well-log interpolation by NLM can be seen as the weighted sum-
mation of data at known nodes, and the weighting coefficients are calculated based on
the local seismic similarity. However, the local seismic data may not reflect the accurate
local subsurface structure features due to the noise interference and band-limited char-
acteristics of seismic data. Although there are many attribute-guided approaches using
multi-attribute regression to build a low-frequency model, it is also hard to select suitable
attributes and extract useful signals due to the noise interference and bandlimited nature.
The bandlimited nature always shows that one seismic event cannot describe a strata edge,
which is an integrated response of multi-layers. Therefore, seismic data cannot directly
reflect fine structures.

2.3. Feature Map Extraction from Observed Seismic Data

Accurate and antinoise features extracted from observed seismic data are beneficial to
well-log interpolation, which can be used to determine the interpolation weight coefficients.
Traditional interpolation methods only use the amplitude of observed seismic data or
filtered seismic data by some prespecified filters. Here, we utilize dictionary learning
to extract feature maps, and calculate the interpolation coefficients by replacing seismic
patches in Equations (7) and (8) with sparse coefficients [49].

In the process of dictionary learning, the original seismic data are divided into seismic
patches with a sliding window. This process is the same as Figure 2a. Each seismic patch is
represented with the elastic parameter at the central sampling point. In dictionary learning,
it is necessary to provide enough training samples, and seismic patch can effectively reduce
computational cost. All seismic patches are used to train the dictionary and represented as
sparse coefficients [50,51]. Each seismic patch Ri,js can be expressed as a linear combination
of sparse coefficients αi,j and dictionary D, which are obtained by solving

min
D,αi,j
‖Ri,js−Dαi,j‖2

2 s.t. ‖αi,j‖0 < T0, (10)

where ‖ • ‖0 represents the l0 norm, which counts the number of nonzero elements,
and T0 is the prespecified number of non-zero elements. In this paper, we update the
dictionary by K-SVD (K-means singular value decomposition) algorithm and reconstruct
sparse coefficients by OMP (orthogonal matching pursuit) algorithm [52]. K-SVD is used
to update the dictionary to record seismic features. Under a known dictionary, OMP can
transform seismic signal into sparse coefficients, which can be regarded as projection of the
seismic record to dictionary atoms [53].
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After dictionary learning, we can obtain the sparse vector αi,j at the number j CDP
and i sampling point to describe the local feature. Intuitively, the sparse coding solver will
first project the patch onto the dictionary, which can be seen as the filters applied in original
observed data. Unlike the original filtered attributes, these sparse vectors perform better
since the adaptivity of dictionary learning, which has been successfully applied in seismic
data denoising and interpolation. Therefore, we replace the local seismic data with their
sparse vectors. The interpolation weight coefficients are given as

bi,j,q =
1
η

exp
(
−‖αi,j −αi,j,q‖2

2/h
)

, (11)

and η is rewritten as

η =
Q

∑
q=1

exp
(
−‖αi,j −αi,j,q‖2

2/h
)

, (12)

where h represents a hyper-parameter to control the contribution of seismic patches differ-
ence to interpolation coefficients. The interpolation scheme is conducted by CDP starting
from well-log locations. Each seismic patch can be represented by a sparse vector αi,j, and
the elements of the sparse vector at each seismic patch combine to form a new profile. The
profile from different elements of sparse vector is defined as feature map. So the number of
feature maps is equivalent to the length of the sparse vector. In NLM, we use these feature
maps to determine the interpolation coefficients. To intuitively understand the feature-map
guided NLM algorithm (FM-NLM), Figure 3a shows the fourth elements of each sparse
coefficients, which can depict the high-resolution structural distribution. Different from
Figure 1b, the interpolation weight coefficients are calculated by sparse coefficients as
shown in Figure 3b. In each yellow box, a weighted sum of the signals is used to get
the signal in the green box. The weighted coefficients bi,j,q are used for interpolation in
the NLM algorithm. For dictionary learning, the sparse coefficients can provide clean
and effective data from the noisy observed seismic record. Moreover, it does not show
bandlimited nature, which can reveal finer structures. Therefore, the FM-NLM can alleviate
the smooth effect away from wells and the noise interference for well-log interpolation.
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(a) The feature map from the fourth element in sparse vector, (b) feature maps of borehole points
(yellow rectangle) and interpolated point (green rectangle) are used to calculate the interpolation
weight coefficients bi,j,q.
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3. Numerical Examples

In this section, we test the proposed method on both synthetic and field data to
demonstrate its performance. All of the tests are carried out on a Dell laptop with 12th
Intel Core i7-12700H and 32 GB random access memory. We use relative error (RE) to
quantitatively evaluate the interpolated results. It is defined as

RE =
1

nt× nx

nx

∑
i=1

nt

∑
j=1

(∣∣∣Xi,j − XTrue
i,j

∣∣∣/XTrue
i,j

)
× 100%, (13)

where Xi,j represents the estimated elastic parameters, and XTrue
i,j denotes the true model, nx

is the number of CDPs, and nt is the number of time samples of each CDP. The workflow
for the proposed methodology is as follows:

(a) Input the observed poststack seismic record, and extract feature maps with dictio-
nary learning.

(b) Conduct the proposed FM-NLM interpolation method to construct the vp, vs, and ρ
initial models.

(c) Input the observed prestack seismic data and initial models, and apply model-based
prestack inversion for elastic parameters vp, vs, and ρ.

3.1. Synthetic Salt Dome Model Data Example

The initial model building and prestack seismic inversion is conducted on the salt
dome model [33]. The poststack seismogram shown in Figure 4a is obtained by convolving
the 30 Hz Ricker wavelet with acoustic impedance reflectivities. Figure 4b shows the true
P-wave velocity model. There are nx = 681 CDPs and nt = 321 sampling points with 1 ms
sampling interval. Figure 5a–c show three noisy prestack angle gathers with snr = 6 (signal
to noise ratio) for inversion.
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Figure 4. (a) The synthetic clean observed poststack seismic record, (b) true P-wave velocity of the
salt dome intrusion model.

The clean poststack seismic record shown in Figure 4a is used for initial model building.
The feature maps of different dictionary atoms can be obtained. We display four feature
maps in Figure 6, which shows that each feature map can describe different subsurface
structures. Compared with seismic data, there is no obvious bandlimited nature and
noise interference. We use three pseudo-wells shown in Figure 7a and clean poststack
seismic data for the initial model interpolation by FM-NLM as shown in Figure 7d. For
comparison, we also display the interpolated results by kriging interpolation (KI) proposed
by Yu et al. [33] shown in Figure 7c. Although KI can reveal weak variations in the
shallow layers, it may introduce obvious abnormal values and structures which interferes
seismic inversion and interpretation. In particular, at the edges of the high-velocity salt
dome, there are finer contact relationships. Due to the direct use of band-limited seismic
data, KI interpolation results always show biased model structures. FM-NLM utilizes the
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feature maps to construct the elastic parameter models, which can provide more accurate
details. The interpolated result obtained by FM-NLM can reveal more accurate elastic
parameter variations, and hold accurate amplitude even far away from the wells. We
also list the REs and computational time for interpolations in Table 1. It can be seen that
KI needs more computational time, which is hard to expand to 3D (three-dimensional)
well-log interpolation.
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(b) Conduct the proposed FM-NLM interpolation method to construct the vp, vs, and ρ 

initial models. 
(c) Input the observed prestack seismic data and initial models, and apply model-based 

prestack inversion for elastic parameters vp, vs, and ρ. 

Synthetic Salt Dome Model Data Example 
The initial model building and prestack seismic inversion is conducted on the salt 

dome model [33]. The poststack seismogram shown in Figure 4a is obtained by convolv-
ing the 30 Hz Ricker wavelet with acoustic impedance reflectivities. Figure 4b shows the 
true P-wave velocity model. There are nx = 681 CDPs and nt = 321 sampling points with 
1 ms sampling interval. Figure 5a–c show three noisy prestack angle gathers with snr = 6 
(signal to noise ratio) for inversion. 
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Figure 5. The observed noisy prestack angle gathers of (a) 0◦, (b) 15◦, and (c) 30◦ for seismic inversion.
(d) The noisy poststack seismic record used for initial model building.

Then, the noisy poststack seismic records with snr = 2 shown in Figure 5d is used
for initial model building. The interpolated results with three wells by KI and FM-NLM
are shown in Figure 8c,d. Compared with the KI result, the FM-NLM interpolation result
holds accurate amplitude variation, especially for the high-velocity salt dome, because
KI interpolation is conducted based on the noisy observed seismic record. In contrast,
FM-NLM utilizes the extracted feature maps from dictionary learning. Dictionary learning
as an efficient denoising algorithm can preserve useful signal from noisy observed data. We
test the influence of the number of wells and hyper-parameters for interpolation. Figure 9
shows the RE of interpolated results variation with hyper-parameter h, the numbers of
reference points Q and wells, and inversion hyper-parameter λ. We can observe that RE
becomes larger with the increase in h, since larger h makes interpolation weight coefficients
similar contribution to the interpolated points. The interpolated result becomes smoother
and obscure. In Figure 9b, smaller or larger Q leads to larger RE, since larger Q implies
more reference points taken into interpolation and smaller Q cannot describe high-steep
structures. As we know, more wells imply more known points for interpolation. Therefore,
the interpolation accuracy increases with an increase in the number of known wells. We
also test the accuracy of inversion results variation with λ. In Figure 9d, the red line,
blue line, and black line represent REs of P-wave velocity, S-wave velocity, and density
inversion results, respectively. When λ is smaller, the inversion results are sensitive to the
noise presented in the observed seismic record. Conversely, the inversion results converge
towards the initial model, which cannot depict subsurface details.
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Table 1. The computational time and REs for interpolations.

KI FM-NLM

Time (s) 1048 205

RE 3.93% 1.75%
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The prestack seismic inversion results are shown in Figure 10 by KI and FM-NLM
interpolation results. In the KI-based inversion results, there are obvious amplitude devia-
tion when CDPs are far away from the well locations, which indicates that model-driven
inversion results are dependent on the initial model. In contrast, prestack inversion results
using the initial model from FM-NLM can accurately depict the structure extension. To
quantitatively evaluate the inversion results, we list REs of inversion results in Table 2. The
inversion results by using the initial models from FM-NLM possess higher accuracy. We
also plot P-wave velocity inversion results at CDPs 10 and 295 in Figure 11. The green,
black, and red lines denote the initial model, the true model, and inversion results, respec-
tively. At CDP 10, there are large deviations of inversion results using initial model by KI
between 180 and 260 ms, with which it is hard to describe the accurate lateral variation of
elastic parameters. Moreover, there are small jitters at shallow strata, which are caused by
the noise presented in the observed seismic record. At CDP 295, it is also hard for KI-based
inversion results to describe the amplitude of the high-velocity salt dome. In contrast,
FM-NLM based inversion results can reveal accurate velocity variation at one stratum.
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Figure 10. Prestack seismic inversion results of vp, (a) reference model, (b) inversion result by KI
model, (c) inversion result by FM-NLM.

Table 2. The REs of prestack seismic inversion results.

vp vs ρ

KI-based inversion 3.93% 4.72% 1.01%

FM-NLM based inversion 3.41% 3.79% 0.86%



Remote Sens. 2023, 15, 459 12 of 18

Remote Sens. 2023, 15, x FOR PEER REVIEW 11 of 17 
 

 

  
(a) (b) 

 
(c) 

Figure 10. Prestack seismic inversion results of vp, (a) reference model, (b) inversion result by KI 
model, (c) inversion result by FM-NLM. 

Table 2. The REs of prestack seismic inversion results. 

 vp vs ρ 
KI-based inversion 3.93% 4.72% 1.01% 

FM-NLM based inversion 3.41% 3.79% 0.86% 
 

 
(a) (b) (c) (d) 

Figure 11. Prestack seismic inversion results of P-wave velocity at CDP 10 by (a) KI model and (b) 
FM-NLM, and inversion results at CDP 295 by (c) KI model and (d) FM-NLM. 

3.2 Field Data Example 
We also test the proposed method on a field data set. There are 401 CDPs and 401 

sampling points at each CDP. The observed angle gathers of 0°, 15°, and 30° are shown in 
Figure 12a–c. The poststack seismic record is displayed in Figure 12d. There are three 
wells on this seismic profile, which are located at CDP 36, CDP 161, and CDP 304.  

2000 4000
v
p
 (m/s)

0

50

100

150

200

250

300

T
im

e 
(m

s)

2000 4000
v
p
 (m/s)

0

50

100

150

200

250

300

T
im

e 
(m

s)

2000 4000
v
p
 (m/s)

0

50

100

150

200

250

300

T
im

e 
(m

s)
2000 4000

v
p
 (m/s)

0

50

100

150

200

250

300

T
im

e 
(m

s)

Initial model True model Inversion result

Figure 11. Prestack seismic inversion results of P-wave velocity at CDP 10 by (a) KI model and
(b) FM-NLM, and inversion results at CDP 295 by (c) KI model and (d) FM-NLM.

3.2. Field Data Example

We also test the proposed method on a field data set. There are 401 CDPs and 401 sam-
pling points at each CDP. The observed angle gathers of 0◦, 15◦, and 30◦ are shown in
Figure 12a–c. The poststack seismic record is displayed in Figure 12d. There are three wells
on this seismic profile, which are located at CDP 36, CDP 161, and CDP 304.

We use two wells at CDPs 36 and 304 for elastic parameters interpolation and show
the interpolation results by KI and FM-NLM in Figures 13 and 14, respectively. FM-NLM
interpolation results show that there is a large fault located between CDP 50 and 100,
which accurately matches the intuitive structure in the recorded poststack seismic record
(Figure 12d). However, there are obvious two large faults and three block structure in
traditional KI interpolation results. Between CDP 100 and 250, there are obvious resolution
difference, which is caused by the smoother model far away from known wells by KI
interpolation method. At locations of wells, the model variation is relatively dramatic
compared with interpolated results far away from the wells.

Then, these interpolated results are applied in model-driven prestack seismic inversion.
The inversion results are shown in Figures 15 and 16. The spatial extension of inversion
results from different initial models is different. The inversion results from FM-NLM
models hold better spatial continuity, and the spatial extension complies to the constructed
initial model. Compared with the structure variation shown in poststack seismic record
(Figure 12d), inversion results from FM-NLM models comfort to the geological situations.
To evaluate the accuracy of the inversion results, we display the inversion results with
the borehole data at CDP 161 in Figure 17. The original borehole data are processed by
a 70–80 Hz low-pass filter. In Figure 17, the red, green, and black lines denote the inversion
result, initial model, and borehole data, respectively. The REs of inversion results by KI
models are 4.16%, 5.83%, and 0.96%. The REs of inversion results by FM-NLM models
are 2.73%, 2.50%, and 0.37%. We can observe that the initial model and inversion results
hold well variation tendency with the borehole data. There are more obvious mismatches
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for S-wave velocity, which may be caused by an inaccurate ratio between P- and S-wave
velocities for prestack inversion [54].
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Figure 17. The comparison between the borehole data and the inversion results of vp, vs, and ρ by
(a) KI models and (b) FM-NLM models.

4. Conclusions

In this paper, we have proposed an efficient adaptive well-log interpolation method
for prestack seismic inversion. The proposed interpolation scheme includes feature map
extraction and non-local means interpolation. Feature maps are extracted from the ob-
served seismic profile with dictionary learning, which projects observed seismic data into
dictionary atoms to record local features. The subsurface features are recorded in the form
of dictionary atoms, and each sampling point can be represented as a sparse vector, which
is defined as a feature map. Unlike conventional seismic-guided well-log interpolation, the
proposed method adaptively selects feature maps from observed seismic data. The reliabil-
ity of these feature maps can be demonstrated by the popularization of dictionary learning
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denoising. We use the sparse coefficients from dictionary learning as feature map, which
can provide finer structure and possess clean information. Then, these features are used for
non-local means interpolation to calculate interpolated weight coefficients. More similar
feature maps imply the elastic parameters’ extension direction. To illustrate the necessity
and practicability of initial model building, the interpolation results are used for model-
driven prestack seismic inversion. To illustrate the performance of the proposed method,
the conventional kriging interpolation method is used for comparison. In the synthetic
test, the feature map guided interpolation and inversion results show more accuracy and
efficiency compared with kriging interpolation based on relative error and computational
time. In the field data test, the sparse borehole data are used for interpolation and prestack
seismic inversion. Conventional kriging interpolation cannot describe model variation
for interpolated points far away from wells, which always show smoother results. The
inversion results are compared with known borehole data to evaluate the accuracy of inver-
sion results. The field data test shows that compared with traditional kriging interpolation,
inversion results from feature map-guided interpolation match better with borehole data.
In future work, it is expected to extend the proposed method to a three-dimensional initial
model building for fine characterization of underground structures.
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