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Abstract: Subglacial water bodies are critical components in analyzing the instability of the Antarctic
ice sheet. Their detection and identification normally rely on geophysical and remote sensing methods
such as airborne radar echo sounding (RES), ground seismic, and satellite/airborne altimetry and
gravity surveys. In particular, RES surveys are able to detect basal terrain with a relatively high
accuracy that can assist with the mapping of subglacial hydrology systems. Traditional RES processing
methods for the identification of subglacial water bodies mostly rely on their brightness in radargrams
and hydraulic flatness. In this study, we propose an automatic method with the main objective to
differentiate the basal materials by quantitatively evaluating the shape of the A-scope waveform
near the basal interface in RES radargrams, which has been seldom investigated. We develop an
automatic algorithm mainly based on the traditional short-time Fourier transform (STFT) to quantify
the shape of the A-scope waveform in radargrams. Specifically, with an appropriate window width
applied on the main peak of each A-scope waveform in the RES radargram, STFT shows distinct
and contrasting frequency responses at the ice-water interface and ice-rock interface, which is largely
dependent upon their different reflection characteristics at the basal interface. We apply this method
on 882 RES radargrams collected in the Antarctic’s Gamburtsev Province (AGAP) in East Antarctica.
There are 8822 identified A-scopes with the calculated detection value larger than the set threshold,
out of the overall 1,515,065 valid A-scopes in these 882 RES radargrams. Although these identified
A-scopes only takes 0.58% of the overall A-scope population, they show exceptionally continuous
distribution to represent the subglacial water bodies. Through a comprehensive comparison with
existing inventories of subglacial lakes, we successfully verify the validity and advantages of our
method in identifying subglacial water bodies using the detection probability for other basal materials
of theoretically the highest along-track resolution. The frequency signature obtained by the proposed
joint time–frequency analysis provides a new corridor of investigation that can be further expanded
to multivariable deep learning approaches for subglacial and englacial material characterization, as
well as subglacial hydrology mapping.

Keywords: Antarctica; subglacial water body; airborne radar echo sounding; short-time Fourier transform

1. Introduction

The subglacial environment and activities in Antarctica have an important effect on
global climate change and sea level rising [1]. Large collections of subglacial water bodies
can affect the overlaying internal icesheet structure, rheology of the ice body [2], and can
also modulate velocities of ice streams and outlet glaciers [3]. Some subglacial water bodies
connect over large distances through complex hierarchical hydrological chains [4,5]. The
increasing evidence of a well-connected subglacial drainage system in Antarctica indicates
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that the subglacial hydrologic system is indispensable in understanding the mass balance
of Antarctic ice sheets and its responses to global sea-level change [3].

Over the years, abundant methods have been developed and employed to discover
the subglacial hydrology systems, and to reveal the underlying mechanism of how var-
ious drivers such as geothermal heat and basal friction increase the basal melting of the
Antarctica ice sheet, accelerating the formation of channels of subglacial water bodies
and drainage systems [6–9]. In particular, subglacial water bodies, or accumulated lakes
entrapped beneath the ice sheet, are crucial elements for the subglacial hydraulic network
environment and water circulation. Since the discovery of subglacial lakes near the Russian
Soviet Station using radio echo sounding (RES) by Robin et al. [10], significant progress
has been made in the study of Antarctic subglacial water bodies over the past 50 years,
aided by various geophysical and remote sensing technologies, with the onboard platform
ranging from terrestrial, to airborne [8], and even satellite [11]. The fourth inventory of
Antarctica subglacial lakes was released in 2012, identifying 379 subglacial lakes [12]. As
of February 2022, there are 773 subglacial lakes in the global inventory, of which 675 are
from Antarctica, 64 are from Greenland, two are from the Devon Ice Cap, six are under the
Icelandic ice cap, and 26 are from glaciers in valleys [13].

In general, subglacial lakes can be classified into two main types, i.e., an “active
lake” [14–16] and a “stable lake” [17–19]. The former has periodic water exchange, which
can be identified by the surface elevation change measured during repeated elevation
observations, whereas the latter has characteristics that can be readily identified by using
RES surveys [20]. In a typical airborne RES survey, the radar sounder emits low-frequency
radar waves and the reflection power from the subsurface is recorded along a two-way
travel time, which forms a one-dimensional A-scope. Discrete A-scopes along the survey
line are assembled to construct a two-dimensional B-scope or radargram [20]. Since the
reflection at the ice–water interface is stronger than that of the ice–rock interface, assuming
similar specular conditions [21,22], the bed return power is often used as the major quan-
titative differentiator for basal materials, where stable lakes can be further classified into
several subgroups, such as definite lakes, dim lakes, fuzzy lakes, indistinct lakes, and failing
lakes [17]. Visually, a subglacial lake in the radargram can be described as a continuous
basal reflection of 500 m or more, over which the water would be in a hydrostatic equi-
librium [17]. However, due to the uncertainty of englacial attenuation, the identification
of subglacial water bodies by such a sole examination of the bed return power has been
demonstrated to be insufficient.

To avoid the subjective influence of the human estimate and make a quantitative
judgment, manual and semiautomatic methods have been widely developed [23–30], and
various parameters have been proposed to quantify the difference between the ice–water
and ice–bedrock interfaces, such as the relative echo strength, specularity content, reflection
coefficient, and cross-track bed energy [31,32]. These parameters have provided an effective
tool for the automatic batching and identification of subglacial water bodies in RES data.
However, the selected feature dimension is still often insufficient, which is, therefore,
difficult to adapt to complex and diverse subglacial terrain conditions. On the other hand,
these methods often focus on certain index calculations that rely on the magnitude of
the absolute or relative intensity of the radar echoes, supplemented by parameters such
as topography, hydraulic potential, and roughness, which complicates the reflection and
scattering of RES signals [31,33–37]. More recently, Ilisei et al. [38] proposed a novel machine
learning approach to discriminate between the lake and nonlake radar reflections based
on the extracted three features (i.e., the basal topography, the shape of the basal reflected
waveforms, and the statistical properties of the basal signal). In particular, the different
shapes of the A-scope waveforms for the ice–water and ice–rock interfaces provide an
intriguing representation of the physical behaviors of the incident, reflection, and scattering
waves at the basal interface. They greatly improve the detectability of subglacial water
bodies at a fine spatial resolution since the proposed pattern recognition approach is
implemented at the A-scope level, which inherently means the highest possible resolution.
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The majority of these aforementioned methods for subglacial water detection are from
the perspective of the data processing of time-domain signal waveforms, which ignores
the inherent frequency characteristics of the A-scope waveforms. In this study, we propose
to utilize the short-time Fourier transform (STFT), a joint time–frequency analysis (JTFA)
method, to analyze the inherent frequency characteristics of each A-scope of the RES data
in Antarctica, which serves as the main contribution of this paper. Note that STFT has been
widely used to evaluate the frequency characteristics of a time-series signal [39]. It can also
extract the peak frequency in the spectrograms at a particular time/depth and generate a
slice view of these peak frequencies that can reveal the location of subsurface targets. In
addition, STFT is very easy to implement, which serves as a good illustrative JTFA method
for the current study. It is successfully demonstrated to be able to help to differentiate
between two major basal materials, i.e., subglacial water bodies and bedrocks, by using the
publicly available RES data from the Antarctic’s Gamburtsev Province (AGAP) region, and
it is compared with the recent inventories of subglacial lakes [13] and water bodies [29].

In Section 2, the basic characteristics of the basal interface are described, which lay the
foundation of the proposed STFT-based method for differentiating subglacial water bodies
and bedrocks, as detailed in Section 3. In Section 4, the detection results of the subglacial
water bodies within the AGAP region in East Antarctica are provided for typical B-scopes,
followed by the creation of a distribution map of subglacial water bodies in the AGAP
region. Finally, conclusions are drawn in Section 5.

2. Characteristics of the Basal Interface

The traditional visual interpretation of subglacial water is largely dependent upon the
characteristics of the basal interface in the RES data, which can be mainly characterized
as being hydraulically flat and brighter than the surroundings in terms of reflected radar
power. The former characteristic is based on the fact that subglacial water normally flows
down the gradient of hydraulic heads and ponds in hydraulically flat regions, where the
hydraulic flatness condition is satisfied [40]. Furthermore, if such flatness is characterized
from the perspective of the radar wavelength, it means that subglacial water bodies shall
have an interfacial roughness comparable or larger than that of the radar wavelength of
the RES system [17]. The second characteristic is mainly based on the radar reflection
intensity at the interface between ice and various basal materials, which can include water,
rocks, and sediments, etc. [21]. Relative dielectric permittivity (εr = ε′ − jε′′ ) and electrical
conductivity (σ) are used to describe their basic geophysical properties and response to
radar waves. The real part of the permittivity of basal materials varies from about 4 to 81,
as compared to that of overlain ice of about 3.15. The imaginary part, which includes the
frequency-dependent loss component, is often difficult to determine, but the conductivity
σb is believed to be in the range of 0.01 mS/m to 3000 mS/m, as compared to the overlain
ice (σi ≈ 0.01 mS/m) [38]. When the radar waves reach the ice–water interface, due to
the high permittivity of water (εrw ≈ 81) [41], most of the radar waves are reflected, as
the calculated reflection coefficient ρ is large when using Equation (1), where εrb is the
relative permittivity of the basal material (e.g., εrw for water and εrr for bedrock), and εri is
the relative permittivity of ice. Only a very small amount of energy crosses the interface
into the water, thus producing a sharp reflection signature in the A-scope [36]. As a result,
a typical A-scope waveform for the ice–water interface shall have a high peak power,
accompanied with steep leading and trailing edges [38], as illustrated by the red A-scope in
Figure 1b. With the first characteristic of hydraulic flatness, which refers to a high degree of
correlation of such sharp waveforms with adjacent along-track A-scopes, one can visually
see in Figure 1a the subglacial water body as a flat interface in the along-track direction
and as a narrow interface in the range direction.

ρ =

∣∣∣∣√εrb −
√

εri√
εrb +

√
εri

∣∣∣∣ (1)
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Figure 1. (a) A typical B-scope radargram with one clear subglacial lake in the AGAP region. (b) The
comparison of two A-scope waveforms around the ice–water (red) and ice–rock (black) interfaces.

On the other hand, bedrocks or dry basal materials do not have a high permittivity
(e.g., εrr ≈ [10 30] for bedrocks) [21], and thus, they will not lead to a high reflection
coefficient. More radar waves can penetrate the ice–rock interface more easily and can
maybe be reflected several times within the rock layers, which results in a gradual decrease
in the intensity of the radar echoes after the interface is assessed through the A-scope.
This can also be explained by the absorption after the radar waves penetrate the basal
materials with a higher conductivity [21]. In addition, a rough basal interface means
that radar waves are scattered in different directions, resulting in a lowered returned
power, incoherent reflections at the basal interfaces, and moderate leading and trailing
edges in the A-scopes [30,42]. For basal materials with different geophysical properties,
such as reflection, the scattering and absorption of radar waves must be varied, resulting
in different radar signatures in A-scopes. Note that the measured RES return power is
a combined product of the reflection coefficient at the basal interface and of englacial
attenuation. Although subglacial water bodies often pond at deeper depths, a strong
reflection coefficient at the ice–water interface means that more radar power is reflected
to counter the larger englacial attenuation, resulting in the higher returned radar power.
The bedrocks, on the other hand, can absorb more radar power with a weaker reflection
coefficient, although the englacial attenuation at a shallower depth can be smaller. As
pointed out by Ilisei et al. [38], because of the hydraulic flatness, the correlation with
adjacent traces in the along-track direction and the steepness of the radar waveform in
the A-scopes may be worse for sediment; they can be well classified as the intermediate
scenario in differentiating subglacial water bodies and bedrocks, which may be interpreted
by comparing the power contrast between ice–water and ice–sediment interfaces.

In general, the differentiation of basal materials can only be achieved by their geo-
physical properties and the corresponding responses to radar waves. At the ice–water
and ice–rock interfaces, the radar waveforms in the A-scopes show distinct signatures, i.e.,
the main peak at the ice–water interface is naturally narrow and sharp, whereas the main
peak at the ice–rock interface is moderately wider. This indicates that subglacial water
bodies show distinct high-frequency features, whereas basal bedrocks show low-frequency
features. Based on this, this paper proposes the automatic detection of subglacial water
bodies by utilizing a JTFA method.

3. Materials and Methods
3.1. Survey Area and Data

In this study, we aim to test our automatic detection method of subglacial water bodies
in the AGAP region. It is a huge mountain range below the ice sheet in the Antarctic Dome
A region (80◦22'S, 77◦21'E) [43], and a massive subglacial hydraulic system is believed to
lie beneath the ice sheet, which has an average thickness of over 3000 m. The latest data
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suggest that the Gamburtsev Mountains are young, similar to the European Alps, and are
not heavily weathered. In addition, the roots of this mountain range date back to major
crustal events that occurred during the Permian and Cretaceous periods, about 250 million
and 100 million years ago, respectively [44]. The Gamburtsev Mountains are also believed
to be among the roughest subglacial topography in Antarctica, which indicates that in this
area, small ponds of water bodies are more likely to be located between deep mountain
valleys, compared to those broad subglacial basins trapping large subglacial lakes in other
regions in Antarctica. Another important reason to study the AGAP region is that it is
widely believed to be the initial site of Antarctic ice sheet growth during the major climate
change that occurred about 35 million years ago. The subglacial environment in the AGAP
region may have complex ice structures, and 24% of the ice at the bottom of the Dome A ice
sheet is produced by refreezing the water at the bottom [43]. In terms of the subglacial water
bodies in this region, Wolovick et al. [29] provided a comprehensive inventory including
more than 100 visually and clearly picked subglacial water bodies, which successfully
guided their investigation in the basal hydrologic system of the Gamburtsev Mountains.

We used the L1B 2009_Antarctica_TO_Gambit data from the Center for Remote Sensing
of Ice Sheets (CReSIS) dataset [45]. The data were collected in 2008–2009 by the AGAP
expedition in East Antarctica and were processed and published by CReSIS. The grid lines
of this survey are spaced apart by 5 km and oriented roughly parallel to the local north,
whereas the tie lines are spaced apart by 33 km and oriented roughly parallel to local east, as
shown in Figure 2. The data catalog also includes several lines extending in the direction of
Dome Fuji and Vostok, as well as one line extending in the direction of Coats Land. Overall,
there are 882 valid B-scopes in the directory, comprising a total of 1,515,065 valid A-scopes.
The survey lines in the AGAP region can be divided into two categories according to the
distance between adjacent A-scopes. In Figure 2, the red line, which is designated as the
distance between the two adjacent A-scopes, is about 18 m, whereas the black line, which is
designated as the distance between the two adjacent A-scopes, is about 30 m. Black and
white segments are used to differentiate adjacent B-scopes in Figure 2. The radar system
used for this survey is the Multi-Channel Radar Depth Sounder (MCRDS) [46], designed by
Lamont-Doherty Earth Observatory (LDEO). It has a transmit power of 800 W, and a center
frequency of 150 MHz with a bandwidth of 10 MHz. A detailed description of the radar
system can be found in [29], and we list the key parameters of the radar system in Table 1.
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Figure 2. (a) The distribution map of the RES B-scope radargram data used in this study in the
AGAP region. The red and black lines are designated as the distance between the two adjacent
A-scopes, being 18 m and 30 m, respectively. (b) The flight lines overlaid the bed elevation data from
BedMachine Version2 Antarctica [47].
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Table 1. Parameters of the RES system for the AGAP region.

Campaign AGAP

Radar type MCRDS

Number of B-scope radargrams 882

Number of valid A-scopes 1,515,065

Platform type Twin Otter aircraft

Platform height above ice sheet surface Varied, hundreds of meters

Central frequency 150 MHz

Wavelength in ice ~1.12 m

Pulse duration 3 µs (low gain), 10 µs (high gain)

Bandwidth 10 MHz

Range resolution in ice (pulse compressed) 8.4 m

Along-track resolution 18 m, 30 m

3.2. Method

The proposed automatic detection method has the following four steps: along-track
smoothing, banding, waveform reformation, and short-time Fourier transform. The
flowchart is given in Figure 3.
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3.2.1. Along-Track Smoothing

Each A-scope measured by an airborne radar is independent of each other, but there
are often some commonalities between adjacent A-scopes because of two reasons. Firstly,
geographically close subglacial basal interfaces are often at similar altitudes, which are
referred to as the peaks in their A-scope waveforms that are located at similar sampling
points. Secondly, random noises and subglacial clutters are common in every A-scope.
Therefore, by smoothing the B-scope, that is, averaging several consecutive A-scopes, we
can sustain the similarities among the A-scopes while filtering out random noises without
changing the intrinsic frequency of the strongest peak within the A-scope. At the same
time, because most of the subglacial water bodies appear as horizontal in the RES B-scopes,
and the bedrocks often have dipped slopes, this along-track smoothing will make the peak
of the reconstructed ice–water interface in the A-scope more prominent, and the peak at
the ice–rock interface gentler, allowing us to further differentiate between their frequency
responses. The operation for such along-track smoothing is:

B− Scope′j1,k1
=

∑
w1−1

2
i1=1 (B−Scopej1,k1−i1

+B−Scopej1,k1+i1)+B−Scopej1,k1
w1

j1 = 1...m, k1 = 1...n
(2)
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where w1 is the width of the smoothing window, B− Scope′ is the 2D radar image after
along-track smoothing, m represents the total number of rows of the B-scope, n represents
the total number of columns of the B-scope, the subscript j1 indicates the row number of
the B-scope, the subscript k1 indicates the column number of the B-scope, and the subscript
i1 indicates the column number in the smoothing window. In this paper, w1 is fixed to
20 traces for the AGAP region.

3.2.2. Banding

A complete A-scope usually contains direct waves, surface reflections, and basal reflec-
tions (bedrock or water). In some cases, chaotic layers exist, which are caused by englacial
ice flow, refrozen ice from the melting ice bottom [43], and barcode-like interference stripes
that are due to the saturation within the radar system. As the purpose is to concentrate on
the basal interface, we usually do not need to process the whole A-scope, but only a few
sampling points near the basal interface. In this paper, we select the maximum position
within 50 sampling points above and below the basal interface as the real interface position,
and then take m sampling points above and below this new interface to form a new striped
B-scope. By doing so, the banded B-scope usually contains only ice–rock and ice–water
interfaces and a small number of englacial layers:


B− Scope′′1,k2
B− Scope′′2,k2
...
B− Scope′′2w2,k2
B− Scope′′2w2+1,k2

 =



B− Scope′bottomk2
−w2,k2

B− Scope′bottomk2
−w2+1,k2

...
B− Scope′bottomk2

+w2−1,k2

B− Scope′bottomk2
+w2,k2


, i = 1...n (3)

where B − Scope′′ is the cropped 2D radargram, B − Scope′ is the 2D radargram after
the along-track smoothing, the subscript bottomk2 is the sampling point corresponding
to the basal interface of the k2

th column in B − Scope′, and w2 is half the width of the
banding window which is centered at bottomk2 . All the sampling points outside of the
band are cropped, and, therefore, the number of sampling points per A-scope after band-
ing is 2w2 + 1. In this study, w2 is taken as 150. After the banding operation of the
basal interface in Figure 4a, we obtain the banded B-scope (Figure 4b) for the next wave
reforming operation.
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Figure 4. (a) B-scope radargram profile after the operation of along-track smoothing, where the
red lines represent the location of 150 sampling points above and below the true basal interface.
(b) B-scope radargram profile after the banding operation.
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3.2.3. Waveform Reforming

The value corresponding to each sampling point in the A-scope usually represents
the relative radar echo intensity in decibels. The absolute echo intensity values differ
between different radar systems, and it is clear that the echo intensity corresponding to
each sampling point in the CReSIS RES data is not the absolute echo intensity and cannot
provide physical meaning. Therefore, we can only use the relative values to represent the
variation in echo intensity between bedrock and water. In addition, the Fourier transform of
the A-scope can be found to have a larger average value for a segment of multiple A-scopes,
resulting in the spectrum having a very strong zero-frequency component; therefore, we
need to remove the DC drift for each A-scope of a size of m × 1 in the banded B-scope data
as follows:

A− Scope′ = A− Scope−
2w2+1

∑
j2=1

A− Scopej2
2w2 + 1

(4)

where A-Scope refers to any single A-scope in the B-scope after the banding operation,
A− Scope′ is the result after the DC drift is removed, A− Scopej2 is the sampling point j2
of the A-scope, and 2w2 + 1 is the total number of sampling points within the band.

After this DC drift processing, we set one-sixth of the peak intensity of the basal
interface as the threshold value, which is used to determine the left and right endpoints on
either side of the main A-scope peak near the basal interface, denoted as point A and point
B, respectively, in Figure 5. The peak height is set as the difference between point A (or B)
and the peak, whereas the peak width is determined as the distance between point A and
point B.

Peak j3 = A− Scope′l+j3−1 −
∑2w2+1

i3=1 A− Scope′i3
6

, 1 < j3 < r− l + 1 (5)

where l is the sampling point number between the left intersection (point A) of the main
peak and the threshold, and r is the sampling point number between the right intersection
(point B) of the main peak and the threshold, as displayed in Figure 5. Peak is defined as
the part above the threshold of the main peak.
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Figure 5. Waveform reforming of the banded A-scope: (a) ice–water interface; (b) ice–rock interface.
The blue line is the waveform after the removal of DC drift, and the red line is the waveform after the
waveform reformation.

We only need to measure the frequency value of this small section of the signal
between point A and point B, which can be defined as the intrinsic frequency of the A-scope
signal across the basal interface. Since the mean value of the main peak is still large, its
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direct Fourier transform leads to a frequency response of 0 MHz. Therefore, a waveform
reforming operation is needed, which can be performed via the following two steps: (1)
flip the main peak and splice it to point A and B on both sides of the main peak; and (2)
set the values of other samples in the banded A-scope to 0. The specific operation can be
expressed as:

xj4 =


−Peakl−j3+1, 2l − r < j3 < l

Peak j3−l+1, l ≤ j3 ≤ r
−Peakr−j3+1, r < j3 < 2r− l

0, others

 (6)

where xj3 is the value of the sampling point j3 after the waveform reforming operation.
The comparison of the A-scope waveforms before (blue curves) and after (red curves) the
reforming operation for the ice–water interface (Figure 5a) and ice–rock interface (Figure 5b)
is illustrated in Figures 5a and 5b, respectively.

Waveform reforming has the following three characteristics:
(1) By selecting the appropriate window width without changing the slope on both

sides of the main peak, one can affirm that the average value of the reformed signal
is zero, and that the reformed signal contains at least one main peak. This proposed
waveform reforming method avoids the influence of zero-frequency components on the
ice–basal interface.

(2) Due to the relatively wider main peak of the ice–rock interface, as shown in Figure 5,
the window with the same size as that for the ice–water interface cannot completely cover
the entire main peak at the ice–rock interface, and the average signal within this window is
high enough to suppress its frequency response to zero.

(3) Waveform reforming avoids the sudden change in the time-domain signal caused by
the direct truncation of the signal, which could produce false high-frequency components.

3.2.4. Short-Time Fourier Transform

The traditional JTFA techniques are mainly grouped into two categories: linear time–
frequency analysis methods, of which the short-time Fourier transform (STFT) is one of
the most classical ones [39,48]; and nonlinear time–frequency analysis methods, such as
the Wigner–Weyl transform [49]. Many other JTFA methods have also been developed
and successfully applied for radar data analysis, such as wavelet transform [50,51], S
transform [52], synchrosqueezing transform [53], and variational mode decomposition [54].
Among them, the STFT shows distinct advantages in simplicity and efficiency, and is widely
regarded as a useful tool to explain how the spectral properties of a signal change with
time from both physical and mathematical perspectives. Therefore, we use the STFT to
evaluate the frequency response at the basal interface in this paper.

For the STFT, the time-domain data are divided into time windows of a given width,
then the time window multiplies the signal via the window function, before a discrete
Fourier transform is implemented [39,55]. Moving the time window along the time axis, the
spectrum of the signal is calculated for each frame, and the spectrum is, finally, combined
into two-dimensional time–frequency data. For a discrete-time signal x, the defining
equation of the short-time Fourier transform is:

STFT(τ, ω) =
∫ ∞

−∞
[x(τ)w(τ − t)]e−jωτdτ (7)

where x(τ) is the A-scope after the waveform reforming operation, w(*) is the window
function, w(τ− t) is the window function used for the Fourier transform at time t, and ω is
the angular frequency. In this study, we use the Hanning window as the window function,
which is given by:

w(n) = 0.5[1− cos(2πn/N)], 0 ≤ n ≤ N (8)

where the window length is N + 1.
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At this point, we can obtain the two-dimensional matrix of each A-scope’s time–
frequency response. If one takes an A-scope within a subglacial lake region (shaded
in yellow) in the banded B-scope (Figure 6a), the main peak of its reformed waveform
(Figure 6b) shows a distinct 1 MHz frequency response in Figure 6c. As a comparison,
the A-scope within the bedrock region leads to a zero-frequency response, as shown in
Figure 6d–f.
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Figure 6. STFT results for the identification of different basal materials. (a) The banded B-scope in
which the yellow box represents a distinct subglacial lake. (b) The reformed A-scope waveform
at the position of the red line in (a). (c) The STFT result of the reformed A-scope in (b), where a
non-zero-frequency response is denoted by a red dot for its maximum amplitude. (d) The banded
B-scope in which the yellow box represents a bedrock region. (e) the reformed A-scope waveform
at the position of the black line in (d). (f) The STFT result of the reformed A-scope in (e), where a
zero-frequency response is denoted by a red dot for its maximum amplitude.

Note that basal sediments are widely distributed across Antarctica, especially in
West Antarctica or along grounding lines, due to the intrusion of sea water. Inland basal
sediments, such as those in the AGAP region, also have a non-zero-frequency response,
although it is much weaker than that of the subglacial water body. It is, therefore, sensi-
ble to introduce the amplitude of the frequency response that can help to quantitatively
differentiate the sediments whose wetness must be between that of subglacial water and
bedrocks. Furthermore, as the hydraulic flatness is one of the key characteristics of the
subglacial water bodies, subglacial water bodies with large terrain slopes are statistically
unlikely, and they more often occur in places with small terrain slopes. Therefore, the
terrain slope of the basal interface shall be incorporated into the material differentiation at
the basal interface. In Equation (9), we propose to determine the subglacial water body by
the frequency response (both the maximum frequency of the main peak after the STFT and
the amplitude at that frequency) of the A-scope at the basal interface, as well as the terrain
slope of that A-scope:

D =
F ∗ A
eα∗slope (9)

where D is the detection value; F is the normalized maximum frequency of the A-scope
after the STFT, i.e., the frequency divided by the sampling frequency of that A-scope; A is
the magnitude of that maximum frequency; slope = ∆z/∆x is the terrain slope, where ∆z
is the elevation difference between two adjacent traces’ main peaks and ∆x is the horizontal
distance between those two adjacent traces; and α is the weight of the terrain slope. The
bigger α is, the greater the influence of the terrain slope on the results, and in the AGAP
region, it is empirically determined as 5 to be statistically sound.
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Since none of the other parameters in Equation (9) are zero, the normalized frequency
value F plays a crucial role. If it equals zero, then D must be zero, which directly means
that this is bedrock, and there is no need to set a threshold for bedrock. The value of A is
correlated to the radar reflection intensity at the interface between ice and various basal
materials, as shown in Equation (1). Therefore, A only depends on the contrast of material
properties at the basal interface and shall not deviate with different radar systems.

In terms of the software, we use MATLAB R2022a for the implementation of the
proposed method, as well as the plotting of all the results. We also use ArcGIS to handle
bed elevation data and maps.

4. Results

To evaluate the performance of our proposed automatic identification method, we
applied it to all the RES data in the AGAP region available from the CReSIS dataset,
in which there are, overall, 1,515,065 valid A-scopes and 882 B-scopes. Note that our
method is implemented at the A-scope level; therefore, it has the highest possible along-
track resolution. In this paper, the detection value D is used as the final metric for the
identification of subglacial water bodies and other basal materials. If D is greater than the
set threshold, the corresponding A-scope indicates the existence of a subglacial water body.
This threshold shall be set as the calculated value of the published subglacial lakes. As
illustrated in Figure 7b (B-scope of 20081225_02_024), both [13] and [29] reported three
subglacial lakes, which are highlighted in translucent yellow and green, respectively. The D
calculated via the proposed method for these three lakes is 9, and we set it as the threshold.
Any A-scope with a D > 9 is identified as a subglacial water body. The color bar in Figure 7
represents the calculated D in the range from subglacial water (D > 9) to bedrock (D = 0).
The color closer to blue means it is more likely to be subglacial water, the color closer to
dark brown means it is more likely to be bedrock, and all those in between can be used as
the probability of it being other basal materials.

Several other variables are used to assist with the analysis of our method, such as the
bed return power after correction, ice thickness, and hydraulic head. Following the method
in [29], we calculated the average attenuation rate in the AGAP region and used it to
compensate the return power difference simply due to the elevation difference between the
ice–water interface and ice–rock interface. The hydraulic head calculation is implemented
following the Shreve hydrological model [17,40]. Note that the direction of the maximum
gradient of the hydraulic head is the direction of the subglacial flow, and the subglacial
water is usually located in the depression of the hydraulic head [40]. We can use the slope
and depression characteristics of the hydraulic head to obtain the subglacial water flow and
to predict subglacial water bodies in Antarctica [13]. The hydraulic head is calculated as:

φ =
ρi
ρw

S +

(
1− ρi

ρw

)
B (10)

where φ is the hydraulic head in meters; ρi and ρw are the density of ice (917 kg/m3)
and water (1000 kg/m3), respectively; and S and B are the surface elevation and bottom
elevation, respectively, both in meters.
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Figure 7. The detection and identification results of basal materials for different radar profiles in the
AGAP region. (a) The B-scope of radargram frame 20081228_03_006. (b) The B-scope of radargram
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frame 20081225_02_024. (c) The B-scope of radargram frame 20090109_01_023. (d) The B-scope
stitched together by radargram frame 20090107_03_015 and frame 20090107_03_016. (e) The B-
scope of radargram frame 20081223_01_015. (f) The B-scope of radargram frame 20090102_03_001.
(g) The B-scope stitched together by radargram frame 20090108_01_016 and frame 20090108_01_017.
(h) The B-scope of radargram frame 20090106_05_013. (i) The B-Scope of radargram frame
20090108_03_021. (j) The B-scope of radargram frame 20081228_01_020. (k) The B-scope of radargram
frame 20081226_02_017. (l) The B-scope of radargram frame 20081225_02_018. (m) The B-scope
stitched together by radargram frame 20090106_05_020 and frame 20090106_05_021. (n) The B-scope
stitched by radargram frame 20090107_02_014, frame 20090107_ 02_015, frame 20090107_02_016,
frame 20090107_02_017, and frame 20090107_02_018. Translucent green rectangles are the boundaries
of the subglacial lakes published by Livingstone et al. [13], and translucent yellow rectangles are the
boundaries of the subglacial water bodies published by Wolovick et al. [29].

In Figure 7, we provide 14 examples of the processed B-scope radargrams for the
detection probability of subglacial water or bedrocks. Such a probability is displayed at
the bottom of each radargram, and the ranges of the subglacial lakes identified in [13,29]
are masked in the radargrams with translucent yellow and green boxes, respectively. In
Figure 7a, we visually identify a distinct subglacial water body with a strong STFT response
for the herein A-scopes, with the bed return power being at least 20 dB higher than in the
surrounding areas. This is also within Wolovick’s inventory [29], although we see a small
discrepancy on the left edge. This is due to the strict requirement of the A-scope waveform
for the proposed method in this paper, and due to the freeze-on ice, i.e., the refreezing
of the water at the bottom of the ice, which can cause the mis-selection of the main peak
range, leading to the misinterpretation of the amplitude and frequency of the true basal
interface in the radargram. The selection of boundaries of the subglacial water body by the
proposed method tends to be more conservative and more accurate since it is implemented
for each A-scope. This newly identified large water body (LWB1) is around 5.7 km long
in the along-track direction, whereas the reported length in [29] is about 6.5 km. Another
reported small water body in [29] is identified by our method as basal sediment or wet
bedrock, as its frequency response is not significant.

In Figure 7b, four subglacial water bodies are identified by our method, with their
length in the along-track direction similar to that found in [13], and all of which have a
bed return power of at least 10 dB higher than that of the surroundings. Note that these
three water bodies identified by both [13,29] are used as the detection threshold for our
method. In Figure 7c,d, our method identifies two clear subglacial water bodies that have
not yet been reported, denoted by white arrows. Both have a strong frequency response, as
well as a pronounced bed return power of around 20 dB higher than that of the adjacent
areas. Compared with traditional methods that are mainly dependent upon the visual
inspection of the bed return power, e.g., the method used in [29], our proposed method is
more effective at identifying the shape of the A-scope at the basal interface, i.e., the leading
and trailing edges; hence, our method provides more potential water body candidates, as
seen in Figure 7c–e,h,j. It is also clear that for water bodies, the calculated slope is small,
which also satisfies the water ponding condition [17]. Small water bodies, or subglacial
channels, often exist in deep valleys as denoted by the blue arrows in Figure 7d,g.

Figure 7e,f provide an interesting comparable example in differentiating basal mate-
rials. It is evident in Figure 7e that a large water body (LWB2) shows a strong frequency
response, evidenced by the bed return power that is at least 30 dB higher than its surround-
ings. Its along-track length is measured as at least 4 km. The adjacent, thin basal interfaces
indicate a strong absorption of radar waves, and hence, a reduced bed return power, which
could indicate wet bedrock or sediment. Similarly, as in Figure 7f, disconnected sediments
with strong frequency responses are seen in the dashed green box, whereas their bed return
power is about 10 dB lower than that of the subglacial water bodies in Figure 7e, although
it is (in the dashed yellow box) not distinctly higher than that of the surroundings. This
indicates that non-water basal materials are more difficult to be quantitatively differenti-
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ated when using the traditional return power method, but the proposed method may be a
promising solution.

In Figure 7h, distinct frequency responses are shown in five separated regions, of
which the left three appear to form a big subglacial lake through the visual inspection
of the radargram and the bed return power. However, freeze-on ice above the basal
interface [43] may influence our A-scope waveform reforming and the following detection
value calculation, which eventually leads to misinterpretation. Such a scenario is difficult
to interpret by not only our method, but also traditional methods, as illustrated in Figure 7i.

As shown in Figure 7j, two new subglacial water bodies are identified by the proposed
method, where the corresponding bed return power is not as significant as the other two
known lakes [29], which are denoted by the translucent yellow box. Note that our method
is based on the threshold that is determined by the published subglacial lake, and thus, it
will be inevitably influenced by the calculated detection value of the chosen benchmark
subglacial lakes. Therefore, a slightly larger threshold may not be able to identify these two
subglacial water bodies. This is also true in the identification of water-bearing sediments, as
illustrated in Figure 7k, where a rougher topography and relatively small detection values
are observed. In this case, the calculated detection values of only a few A-scopes exceed the
threshold. Nevertheless, since the bedrock has a zero STFT frequency, its detection value
calculation is always zero, as shown in Figure 7l, and the corrected bed return power is
below 20 dB, which is much lower than that found in those regions with water bodies or
basal sediments.

In Figure 7m, we can observe three large water bodies that possess strong frequency
responses and a significant bed return power compared to their surroundings, as well as
flat slopes and hydraulic heads. The along-track length of these large water bodies (as
denoted as LWB3, LWB4, and LWB5 by the white arrows) are 5.1 km, 12 km, and 4.4 km,
respectively. A significant contrast in the bed return power (more than 30 dB) for the water
region and bedrock region is observed. In comparison, a much more dimmed contrast
(around 10 dB) is seen in Figure 7n, and the two suspected subglacial water bodies in
this region have the corresponding bed return power of 40 dB, which is much smaller
than that in Figure 7m, i.e., around 60 dB. Note that the B-scope of Figure 7n is located
in the southwest of the AGAP central area, where the topography is flatter. Our method
successfully identifies a large sediment area, denoted as LS1, with a length of around
61 km along the RES survey line. It is topographically and hydraulically flat, with the bed
return power barely distinguishable from the shallower bedrocks in the same B-scope.

A lower hydraulic head, compared to the surrounding areas, is a favorable condition
for subglacial water bodies gathering into lakes [29,56], and it is often used as an assisted
variable for the identification of subglacial water bodies. In this paper, in the regions of
large subglacial water bodies (i.e., >2 km) identified by our method (e.g., Figure 7a,e), the
hydraulic head is relatively low, which also validates the rationality of proposed method.
In the regions of small subglacial water bodies or subglacial channels (e.g., Figure 7d, and
the right part of Figure 7n), there is no significant lowness for the local hydraulic head.

Out of the 1,515,065 valid A-scopes in the AGAP region, there are 8822 A-scopes with
a calculated detection value larger than the set threshold of 9. Although this means that
the subglacial water bodies found in this region only account for 0.58% of the A-scope
population, their distribution, as shown in Figure 8, provides compelling evidence of the
subglacial hydraulic network among the Gamburtsev Mountains [29]. Note that the yellow
lines in Figure 8 show the locations of the B-scopes that are displayed and analyzed in
Figure 7a–n. Some B-scopes span multiple radargram frames, which are stitched together.
Our results are displayed by using translucent blue circles with various radius, which corre-
spond to the calculated detection values. Darkened blue regions represent the superposing
and accumulation of adjacent A-scopes, whose along-track length can then be calculated
by multiplying the number of A-scopes and the interval between adjacent A-scopes.
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Figure 8. The distribution of subglacial water bodies in the AGAP region. Green dots represent
the inventoried subglacial lakes by Livingstone et al. [13]; yellow dots represent the inventoried
subglacial water bodies by Wolovick et al. [29]; blue dots represent subglacial lakes calculated by our
method, and the size of the dots represents the probability of a subglacial water body.

Livingston et al. [13] and Wolovick et al. [29] provided their inventories of subglacial
lakes or water bodies with central coordinates and lengths along the survey line. The
automatic method proposed in this study is largely the STFT analysis of each A-scope,
providing the differentiation of basal materials at the A-scope level. Such a high detection
resolution, however, would make it impractical to provide a list of subglacial water bodies
or lakes. For instance, as shown in Figure 7h,m,n, the identified vicinal water bodies may
well be part of a large subglacial lake that is segmented by patching isles, sedimentary
shoals, or sandbank mounds. Therefore, we provide, in this paper, the distribution map
of the identified A-scopes in Figure 8, which allows for an objective assessment of the
hydraulic networks of the regions of interest. It is important to note that the probabilistic
nature of the calculated detection value is based on the shape of the A-scopes where the
dissimilarity features for waters and bedrocks are oriented. Such a probabilistic nature
of our method, which is similar to [38] that is also based on the analysis of the A-scope,
but via the deep learning manner, could effectively assist experts to extract or retrieve
the characteristics of the basal interface that could be water-like or bedrock-like with a
certain probability.
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Finally, we evaluated the performance of the proposed method on Lake Vostok.
Figure 9a shows the survey lines that cross the lake twice, and the lake region of Lake
Vostok is redrawn in yellow according to [57]. The corresponding B-scopes are displayed
in Figure 9b,c with the processed results. Different from the MCRDS system used for the
AGAP project, the MCoRDS system [58] was used in the autumn campaign in 2013 to
obtain the Lake District datasets [38] that are used here. As seen in both Figure 9b,c, our
method provides an excellent detection performance of Lake Vostok. The automatically
calculated detection value is well above the set threshold, and the corresponding bed return
power is at least 30 dB higher than that of the bedrock region on the right side of the
radargrams. However, as denoted by the white arrows, dimmed reflections occur within
the lake where the bed return power difference drops to less than 20 dB, as denoted by the
red arrows. As a difference of 10 dB is widely used as the indicator of subglacial water
bodies by traditional methods [28], an explanation of such a small but obvious change
in the bed return power within the lake region is often lacking. On the other hand, the
normalized STFT frequency and its amplitude both drop as the bed return power decreases
in these regions. Such a frequency response calculated by our proposed method may
provide a possible testification to support the hypothesis that there may exist patching isles,
sedimentary shoals, or sandbank mounds. Finally, most of the lake area is represented by
the continuous high probability for water (dark blue) by our method in both the survey
lines. In particular, for the results of the south survey line, as in Figure 9b, our results show
a much more continuous water distribution compared to that of (Figure 12a in ref. [38]),
whereas both results show a similar continuous water distribution for the north survey line
(Figure 9c).
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Figure 9. (a) The comparison of results of the subglacial water bodies near Lake Vostok, whose region
in yellow is redrawn according to [57]. The green dots represent the inventoried subglacial lakes by
Livingstone et al. [13], and the blue dots represent subglacial lakes calculated by our method; the size
of the dots represents the probability of a subglacial water body. (b,c) The detection and identification
results of basal materials for different radar profiles. (b) The B-scope stitched together by radargram
frame 20131127_01_039 and frame 20131127_01_040. (c) The B-scope stitched together by radargram
frame 20131127_01_045 frame 20131127_01_046.
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5. Discussion and Conclusions

A method for the automatic detection of subglacial water bodies based on a classical
JTFA approach, i.e., STFT, is proposed in this paper. The key to the proposed method is
the waveform reforming operation that can differentiate the ice–rock interface from the
ice–water interface. It is directly due to the waveforms of the two being different, which
is ultimately rooted in the fact that the dielectric permittivities of bedrock and water are
different. This is independent of radar sensors that could have been used, e.g., ACoRDS,
ICoRDS, MCRDS, or MCoRDS [45]; thus, our proposed method is applicable when handling
RES radargrams collected via different radar systems, or in different regions.

The characteristics of the proposed method are as follows:

(1) In terms of subglacial water bodies identification, the proposed method has the highest
possible along-track resolution since it is implemented at the A-scope level. Compared
with traditional methods, the proposed method is more effective at identifying the
shape of the A-scope at the basal interface, i.e., the leading and trailing edges; hence,
all the subglacial water bodies with an along-track length over 2 km in Wolovick’s
inventory [29] are successfully detected by the proposed method. Moreover, five large
subglacial water bodies, in Figure 7a,e,m, and more potential water body candidates,
as seen in Figure 7c–e,h,j, are newly identified by the proposed method. It is worth
mentioning that the threshold used in this paper is determined according to the
published subglacial water bodies, which is very important for the identification of
subglacial water bodies. The selection of boundaries of the subglacial water body by
the proposed method tends to be more conservative and more accurate, as seen in
Figure 7a, since it is implemented for each A-scope.

(2) The proposed method has limitations in the detection of subglacial channels or small
subglacial water bodies, which are too short in terms of its along-track length, due
to the along-track smoothing operation [59]. As shown in Figure 8, the undetected
subglacial water bodies are mostly subglacial channels with a length of less than
500 m.

(3) The proposed method shows greater potential for the identification of basal material
classification in subglacial non-water regions. The proposed method shows high
accuracy for the identification of bedrock. The sedimental-like edges that gradually
transit to bedrocks on both sides of the water region can also be well described by
proposed method. A large sediment area is successfully identified by our method, as
shown in Figure 7n, which has not been reportedly detected by traditional methods.

(4) Similar to the traditional methods, freeze-on ice also has an impact on the identification
of subglacial water bodies by the proposed method. The freeze-on ice can cause other
peaks to appear next to the main peak, leading to the mis-selection of the main peak
range, and thus the misinterpretation of the amplitude and frequency of the true basal
interface in the radargram. This may be improved if the width of banding is reduced
to exclude the freeze-on ice regions, however, this may be difficult since the freeze-on
ice region is normally next to the basal interface and varies case by case.

In conclusion, this study started by evaluating the subglacial ice–water and ice–rock
interfaces. Their A-scope waveforms show distinct shape contrast, which is theoretically
resulted from the fact that the dielectric permittivities of bedrock and water are different.
We then applied the classical STFT method to quantitatively differentiate their shapes in
the frequency spectra and used the frequency signature to construct the detection formula
(Equation (9)). We successfully verified the applicability of the JTFA method for the
detection of subglacial water bodies using two RES datasets in the AGAP region and Lake
Vostok. When qualitatively compared with Wolovick’s inventory [29], our method provides
100% accuracy in the detection of subglacial water bodies with an along-track length over
2 km, and the undetected subglacial water bodies in Figure 8 (some examples are shown
in Figure 7) are mostly subglacial channels with a length of less than 500 m. On the other
hand, the bedrock confirmed by our method has a very low false-positive rate. Although
the identified A-scopes only takes 0.58% of the overall A-scope population in the AGAP
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region, the detected subglacial water bodies demonstrate excellent along-track continuity,
which also show sedimental-like edges that gradually transit to bedrocks on both sides of
the water region. This provides a compelling representation of how a ponded lake or water
body is formed. Since the frequency analysis is conducted at the A-scope level, our method
has, theoretically, the highest along-track resolution. With the frequency response, it may
provide a sensible explanation of the decrease in bed return power within a suspected lake,
with the hypothesis that there may exist patching isles, sedimentary shoals, or sandbank
mounds that lie within a big lake or separate adjacent small lakes. As clearly demonstrated
in this paper, the frequency response provided by the JTFA can be a reliable variable in
the accurate identification of subglacial water bodies, which shows its potential in basal
material differentiation. It may further be incorporated with many more parameters other
than those used in this study (e.g., bed return power, basal roughness, hydraulic potential,
ice thickness, and specular features) to serve as useful components to feed advanced deep
learning algorithms for subglacial and englacial material classification.
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