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Abstract: Recognizing targets through side-scan sonar (SSS) data by deep learning-based techniques
has been particularly challenging. The primary challenge stems from the difficulty and time consump-
tion associated with underwater acoustic data acquisition, which demands systematic explorations
to obtain sufficient training samples for accurate deep learning-based models. Moreover, if the
sample size of the available data is small, the design of effective target recognition models becomes
complex. These challenges have posed significant obstacles to developing accurate SSS-based target
recognition methods via deep learning models. However, utilizing multi-modal datasets to enhance
the recognition performance of sonar images through knowledge transfer in deep networks appears
promising. Owing to the unique statistical properties of various modal images, transitioning between
different modalities can significantly increase the complexity of network training. This issue remains
unresolved, directly impacting the target transfer recognition performance. To enhance the precision
of categorizing underwater sonar images when faced with a limited number of mode types and data
samples, this study introduces a crossed point-to-point second-order self-attention (PPCSSA) method
based on double-mode sample transfer recognition. In the PPCSSA method, first-order importance
features are derived by extracting key horizontal and longitudinal point-to-point features. Based on
these features, the self-supervised attention strategy effectively removes redundant features, securing
the second-order significant features of SSS images. This strategy introduces a potent low-mode-type
small-sample learning method for transfer learning. Classification experiment results indicate that
the proposed method excels in extracting key features with minimal training complexity. Moreover,
experimental outcomes underscore that the proposed technique enhances recognition stability and
accuracy, achieving a remarkable overall accuracy rate of 99.28%. Finally, the proposed method
maintains high recognition accuracy even in noisy environments.

Keywords: attention mechanism; side-scan sonar image classification; crossed point-to-point;
multi-modal transfer learning; self-supervision

1. Introduction

With the increasing scarcity of land resources and rapid development of the global
economy, science, and technology, global attention has turned toward the ocean as a
valuable source of different resources, including energy and minerals. This has attracted
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extensive global research efforts in marine science. Moreover, the ongoing enhancement
of military power has motivated countries to explore more deeply into marine research
and resource development. The application of imaging sonars in the marine industry has
witnessed significant progress due to recent technological advancements. Its applications
span a wide range of areas, including scientific research, resource exploration, monitoring of
the marine environment [1], underwater archaeology [2], submarine pipeline detection, and
other fields [3], underscoring its pivotal role in societal development. As a crucial sensor in
remote sensing, side-scan sonar (SSS) provides rich visual information and data related
to topography, landforms, and underwater targets in the observed area. This information
is vital for military operations and marine resource exploration. Consequently, accurate
identification of underwater targets has become a focal point of research in recent years.

Numerous studies have addressed automatic target recognition (ATR) in sonar im-
ages [4]. Sonar images can be affected by various types of noise, including Gaussian noise,
which causes random variation in pixel intensity; impulse noise, leading to sudden spikes
or drops in pixel intensity; and speckle noise, which results in a grainy appearance due to
interference patterns. These noises can arise from the complex underwater environment
and strong sound wave reverberations from the seabed [5,6]. However, noise can obscure
target details, reduce image contrast, and blur outlines, making SSS target recognition a
challenge. This distinction sets sonar images apart from optical images [7,8]. Consequently,
identification of targets in sonar images obtained in challenging environments remains a
longstanding task.

Recently, deep learning (DL) applications for detection and recognition of targets
in remote sensing have been extensively researched. Given its high accuracy, robust-
ness, and multi-task performance, DL has become the primary method for ATR in SSS
images [9–11]. Compared to traditional techniques such as k-nearest neighbor [12], sup-
port vector machine [13], and Markov random field [14], convolutional neural networks
(CNNs) can extract deeper features from SSS images during training, enhancing SSS target
recognition [15–20]. To extract more advanced target features, Simonyan and Zisserman,
Krizhevsky et al., and He Kaiming introduced algorithms utilizing CNNs, such as VGG [21],
AlexNet [22], ResNet [23], and DenseNet [24], respectively. The main advantage of em-
ploying CNNs in these algorithms is their enhanced ability to discern intricate target
details, resulting in more accurate classifications and predictions. Subsequently, the num-
ber of network layers in ResNet and DenseNet was expanded to 152 and 161, producing
the ResNet-152 and DenseNet-161 models, respectively [25,26]. The network parameters
were reduced to further optimize the process of extraction of detailed and global context
information from images.

Yu and Koltun [27], Chen et al. [28], Zhao Hengshuang [29], and Dai Jifeng [30]
introduced dilated convolution technology and related techniques based on CNNs for
image segmentation. Adjustment of the field of view of each layer without altering the
number of network layers can significantly enhance object detection performance. Recent
research has highlighted the superiority of deep CNN models in image detection and
recognition tasks. However, data acquisition challenges and limited training samples
hinder the application of DL models to SSS image target recognition.

This study employs a transfer learning (TL) approach to test SSS images to address
this issue. By first pre-training the backbone network on a large-scale dataset (e.g., the
ImageNet dataset [31]) and then fine-tuning the header network on a specific dataset (e.g.,
the SSS dataset [32]), the TL method leverages feature representations from large datasets.
This strategy improves target recognition performance on the SSS dataset.

The primary findings and contributions of this article include:

1. In order to address the challenge of a limited target dataset, which results in poor
generalization performance of the CNN model, a TL-based strategy is employed. In
this strategy, the backbone network is trained on the ImageNet dataset, while the
head network is trained on the SSS dataset.
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2. In the traditional self-supervised QKV model, each line of the image is represented
as a feature vector, from which the attention factor is derived through QKT and
then connected with V. This method captures the key features of each line of the
image but fails to discern the key features of each column. The image scale is d× d,
and the computational complexity of the traditional model is O(2d3). This study
introduces an attentional approach that does not use the standard self-supervised
QKV model. This research proposes a point-by-point self-supervised attention (PPSA)
model, including three variable interactions: query, key, and value represented by
Q, K, and V, respectively. The key and value are derived by linear connection layer
parameters and bias parameters based on the original image data. Therefore, the
query and the Q and K calculation results are combined through element-by-element
multiplication. This attention method preserves the attentional correlation between
points at any given spatial location, and its calculation complexity is O(2d2).

3. This study proposes a multi-channel horizontal and vertical cross-attention model
built on the PPSA model. Based on the difference between the horizontal and the
vertical directions of the SSS image, the attention features of the two directions are
extracted separately, thereby capturing the key features from every image direction.
Based on particular image characteristics as two-dimensional (2D) data, for each
channel, the PPSA model is applied in the horizontal and vertical directions of an
image to obtain a point-by-point self-supervised horizontal attention (PPSHA) model
and a point-by-point self-supervised vertical attention (PPSVA) model, respectively.
The second-order attention features of an image are acquired through the point-to-
point multiplication QKV model. Compared to the PPSA model, the second-order
attention feature can better extract the key features of SSS images. The technique to
capture these key features enhances significant features and suppresses redundant
ones. This not only refines the key features within the images but also indirectly
improves target recognition ability.

The remainder of this paper is organized as follows. Section 2 provides an overview
of the related study. Section 3 presents a method based on a point-to-point self-supervised
attention model from a theoretical standpoint. A derivative model, employing PPSHA in
the horizontal direction and PPSVA in the vertical direction, is proposed for SSS image
target recognition. Furthermore, from a feature description perspective, the second-order
attention feature description of an image is derived by using the QKV attention strategy.
Section 4 presents the comparative analysis of the proposed point-to-point crossover second-
order self-supervised attention (PPCSSA) method with traditional DL-based algorithms.
The recognition performance of the proposed method is also quantitatively evaluated
and compared with TL recognition methods that utilize various backbone networks. This
analysis offers a comprehensive evaluation of the efficacy of the PPCSSA method. Ablation
experiments and anti-noise experiments are also conducted. Finally, the proposed methods
are discussed, and the primary findings of this study are summarized.

2. Related Work

Ye et al. [15] studied underwater target recognition from SSS images by utilizing VGG-
11 and ResNet-18 models. They discovered that fine-tuning a fully-connected layer using
the TL approach could effectively enhance the recognition rate when data samples were
limited. This finding underscores the potential significance of TL in transferring recognition
of SSS targets. Chandrashekar et al. [33] employed the sample TL (STL) strategy, originally
developed for optical images, to accurately classify underwater sediments in SSS images.
Yu et al. [34,35] harnessed TL to devise a target detection method, incorporating two
loss functions, namely, position and target recognition errors in the head network. This
method calibrated the target position while concurrently recognizing the target. Yulin
et al. assessed the strengths of the YOLO algorithm and DarkNet-53 network structure,
proposing a detection method for shipwreck targets based on the TL model [36]. Notably,
this method outperforms the YOLO and R-CNN algorithms; therefore, its calibration



Remote Sens. 2023, 15, 4517 4 of 24

accuracy during target location calibration is influenced by the size of the prior feature
anchor box, limiting its efficacy in detecting multi-size targets. Fuchs et al. [37] and Zhang
et al. [38] applied TL techniques to forward-looking sonar (FLS), illustrating that TL could
effectively address the challenges posed by limited sample data in the DL approach. Ge
et al. [39] embarked on a study to bolster the generalization capability of the VGG-19 model.
They employed semi-synthetic data and various modal data types to fine-tune the model
parameters. Consequently, they enhanced the model performance in image classification
and recognition tasks. The use of semi-synthetic data facilitated the generation of more
varied and intricate datasets, thus aiding in refining the capacity of the model to generalize
unfamiliar data. Furthermore, integration of different modalities endowed the model with
a broader grasp of the input data, thus enhancing its accuracy and robustness. However,
when using semi-synthetic data, it is essential to undergo an optical image segmentation
process, which entails embedding an object into an SSS image. It is crucial to recognize that,
while the background of a composite image might embody the traits of an SSS image, the
target usually does not. Moreover, disparities between composite and SSS image samples
directly influence the target recognition outcome. Cheng et al. [40] enhanced the noise
resistance and recognition precision of the VGG-19 network by training its middle layer
with synthetic aperture radar (SAR) data. Wang et al. [41] employed ResNet-152 as the
foundational network for target transfer recognition and introduced the location attention
mechanism considering channel factors and the channel attention mechanism considering
location factors. The two key feature extraction methods effectively improved the target
migration recognition accuracy rate, achieving 97.18% and 97.69%, respectively.

Although using TL can help generic DL-based object recognition models achieve
accuracies of 92.51% [15] and 97.76% [16] on small-scale SSS datasets, few studies have
addressed the following challenges:

Challenge 1: A sample transfer identification method employs multiple modal data
sources to train a transfer identification network in stages, which enhances the recognition
performance of small sample SSS targets. However, a vast amount of modal data is
essential to bolster the generalization capability of the network, thus escalating training
costs. Therefore, reducing the training burden emerges as a pressing issue.

Challenge 2: The TL process in various deep network layers utilizes different modal
data. Specifically, the network backbone is trained using a large volume of sample data,
while only a limited set of sample data is employed for the network head. Owing to these
modal data discrepancies, the parameter learning of the network head is influenced by the
backbone performance, which is trained with extensive sample data. Moreover, utilization
of a target domain transfer recognition method incorporating a primary header network
does not adequately perform feature extraction in the target domain, directly impacting the
final recognition outcome.

In order to address the first challenge, this research employs only the parameters
of a backbone network trained on an optical dataset as the structural parameters for the
proposed network, excluding other modal data from training the additional network
layers. This method alleviates the computational demands of the network training process
involving multiple modal datasets. The study introduces a header network structure
embedded with a self-attention model to address the second challenge. This structure
facilitates deeper re-extraction of features initially obtained by the pre-trained backbone
network. The designed header network is equipped to extract the features of SSS images,
and the most significant features embodying SSS characteristics are obtained by using the
self-attention strategy, which enhances the network proficiency in recognizing SSS targets.

Advantages and disadvantages of this method and the traditional TL method:
The proposed method uses the same sample transfer strategy as the traditional TL

method to train network parameters and divides the network into a backbone network
and a head network. The backbone can be trained with large amounts of light data. The
model can have a universal feature extraction ability for images, and sonar image data
can be used for head network training. The feature extraction capability of the model for
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specific sonar images is improved. In the training process, sonar images are used only
to train the head network, which has fewer parameters. This solves the problem that the
network parameters to be trained are too numerous and the training samples are too few.
However, in the process of transfer training, due to the obvious distribution difference
between optical and sonar images, the traditional TL method uses the backbone network
trained by optical data to directly extract sonar image features, and the extracted features
consist of important features and minor features. Owing to the redundancy between the
important features and minor features, the problem of negative transfer in the process
of network transfer identification is encountered, and the effect of target identification is
not good. In this study, a two-order point-to-point cross-importance feature extraction
model is added between the backbone network and the head network. This model can
enhance the global key features, suppress the redundant features, reduce the distribution
difference between multi-source data in sample transfer recognition, and improve the target
recognition effect. The comparative analysis is presented in Table 1.

Table 1. The advantages and disadvantages of traditional TL and this method.

Methods Advantages Disadvantages

Traditional TL The model structure is simple, and
the algorithm is easy to implement.

Cross-point-to-point
self-supervised key feature
extraction technology enhances key
features and suppresses redundant
features.

Present Method

Cross-point-to-point
self-supervised key feature
extraction technology enhances key
features and suppresses redundant
features.

The model structure is complex,
and the algorithm is difficult to
implement.

3. Materials and Methods
3.1. Optical and SSS Image Data Fusion Target Transfer Recognition Network

This study introduces an optical and SSS image fusion transfer recognition method
based on a PPCSSA model. This method includes optical and SSS image sample fusion
transfer recognition and a PPCSSA model. Figure 1 illustrates the general framework of
the suggested model. A network model trained on the ImageNet dataset establishes the
backbone network, while the head network attention and fully-connected layers are trained
using the SSS data. During the training of the attention layer, each channel feature of
the output feature of the backbone network is derived from the horizontal and vertical
attention features with the PPSHA and PPSVA, respectively. Subsequently, the second-
order self-supervised significance feature of the SSS data is extracted from the channel,
horizontal, and vertical features. The cross-entropy loss function is calculated once the
output feature vectors and classification attributes are obtained from the fully-connected
layer. The training objective of the model is performed by optimizing the parameter values
of the head network through iterative gradient optimization.
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Figure 1. Structure of the proposed optical and SSS data fusion target transfer recognition network.

3.2. Optical and SSS Image Sample Fusion Transfer Strategy

The issues associated with Challenge 1 increase the complexity of the network archi-
tecture and the number of network parameters, which necessitates a significant number of
training samples for effective parameter optimization and overfitting prevention. However,
the SSS dataset employed in this research contains fewer than one one-thousandth of the
1,000,000 training samples of the ImageNet dataset, rendering it insufficient for comprehen-
sive model training from the outset. Relying solely on this dataset for network training will
likely lead to suboptimal results.

Considering the complexity of the network structure, this research utilizes the renowned
VGG deep network and employs the VGG-19 network with a smaller parameter magnitude
as the backbone network model. Figure 2 displays the VGG-19 network structure, and
Table 2 presents specific parameter settings. The model is initially trained on a vast optical
image dataset, enabling it to effectively classify over 1000 prevalent object categories.

Subsequently, the backbone network (VGG-Encoder x(x = 1, 2, 3)) in the VGG-19
network structure is frozen (parameters are not trained), and an underwater SSS image
trains the head network (VGG-Encoder x(x = 4, 5)) in the network to achieve SSS image
target recognition.

The object to be identified herein is the SSS image object, because the SSS image is
measured one-by-one by using the towfish according to the measurement line and then
spliced. As a result, the horizontal direction of the image is distorted due to the change
of the towfish’s attitude and to the vertical direction of the image changes due to the
change in the measurement distance. These features are unique to SSS images. According
to the characteristics of sonar images, first, key features are extracted from SSS images
in the horizontal direction and the vertical direction, respectively. The extraction of key
features in the horizontal direction can suppress the influence of image distortion, and the
extraction of key features in the vertical direction can suppress the influence of the intensity
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change of the image. Then, the horizontal and vertical features are connected with the
original feature map by the point multiplication method of the scale phase feature map,
and critically important features are further obtained, which can highlight the importance
features and suppress the interference and redundancy features. Finally, based on this, the
target recognition performance is improved.
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Figure 2. The VGG-19 network structure.

Table 2. The VGG-19 network parameter settings.

Layer Name Output Size VGG-19

conv1_x(x = 1, 2) 112 × 112 3 × 3, 64
max pool

conv2_x(x = 1, 2) 56 × 56 3 × 3, 128
max pool

conv3_x(x = 1, 2, 3, 4) 28 × 28 3 × 3, 256
max pool

conv4_x(x = 1, 2, 3, 4) 14 × 14 3 × 3, 512
max pool

conv5_x(x = 1, 2, 3, 4) 7 × 7 3 × 3, 512
max pool

output

4096-d 7 × 7, 4096
4096-d 1 × 1, 4096
1000-d 1 × 1, 1000
1000-d Softmax

Considering the characteristics of an image as 2D data, it is segmented into horizontal
and vertical directions. Two attention methods, the PPSHA and PPSVA, are proposed. The
PPSHA model extracts horizontal attention features by correlating each row of the feature
graph point-by-point, capturing the key features of each row. Conversely, the PPSVA
model derives longitudinal attention features by correlating each column of the feature
graph point-by-point, capturing the key features of each column. Both models utilize three
feature variables from three transformation layers and compute the feature dot product for
each row or column of the feature variable. Full consideration of horizontal and vertical
features enhances the key feature extraction performance of the feature map. Building on
the PPSHA and PPSVA models, the PPCSSA model is introduced. The PPCSSA model
combines the dot products of the PPSHA and PPSVA features, and a linear transformation
of a feature graph for each channel captures more crucial channel features. Finally, the
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PPCSSA features of each channel are consolidated along the channel direction to capture
the second-order attention features of the channel.

3.3. PPSHA Model

A horizontal point-by-point attention model is defined, where each row of the feature
graph is transformed into three new feature graphs by using three linear transformation
matrices. Moreover, each line of the three feature graphs is determined utilizing the dot
product method to achieve horizontal direction attention feature extraction. It is assumed
that X ∈ <M×M is an input image, and the PPSHA model processes all rows of an image
X ∈ <M×M in three linear transformation layers to obtain three horizontal feature maps,
which are represented by QH = XWQ

H , KH = XWK
H , and VH = XWV

H , where WK
H∈M×L,

WQ
H∈M×L, and WV

H∈M×L. Therefore, the correlation operations are conducted by using
Equations (1) and (2) to obtain the output feature map of the PPSHA model:

QH =


QH(1)
QH(2)
...
QH(M)

 KH =


KH(1)
KH(2)
...
KH(M)

 VH =


VH(1)
VH(2)

...
VH(M)

, (1)

Y =


Y1
Y2
...
YM

Y ∈ <M×L; Yt = σ(QH(t))�

M
∑

t′=1
exp(KH(t′ ) + ωt,t′ )�VH(t′ )

M
∑

t′=1
exp(KH(t′ ) + ωt,t′ )

, (2)

where � is the element-wise product, σ is the nonlinear function sigmoid, and ω ∈ <M×M

is the inter-row bias parameter.
Equation (2) is illustrated graphically in Figure 3.
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Figure 3. An illustration of the PPSHA model defined by Equation (2), where M = 3 and L = 2.

Figure 3 illustrates that, for each row position t, the PPSHA model calculates the
weighted average of a row VH , and the result is combined with QH(t) through element-wise
multiplication. The weight is determined using the KH value and a set of pair-wise row
position deviation parameters. The PPSHA model can aid in deriving the salient features
of the elements in each image row.

3.4. PPSVA Model

Similar to the PPSHA model, a vertically-oriented point-by-point attention model
called PPSVA is developed. In this model, each column of the feature graph is converted
into three new feature graphs by using three linear transformation matrices. Moreover,
each column of the three feature graphs is determined via the dot product method to
achieve vertical attention feature extraction. In the PPSVA model, X ∈ <M×M is an
input image, and this model processes all image columns X ∈ <M×M in three linear
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transformation layers to produce three vertical feature maps denoted by QV = WQ
V X,

KV = WK
V X, and VV = WV

V X, where WK
V∈L×M, WQ

V ∈L×M, and WV
V∈L×M. Therefore, the

correlation operation is conducted to yield the output vertical feature map as follows:

QV =
[

QV(1), QV(2), · · · , QV(M)

]
,

KV =
[
KV(1), KV(2), · · · , KV(M)

]
,

VV =
[
VV(1), VV(2), · · · , VV(M)

]
,

(3)

Ỹ =
[
Ỹ1, Ỹ2, · · · ỸM

]
Ỹ ∈ <L×M; Ỹt = σ(QV(t))�

M
∑

t′=1
exp(KV(t′ ) + ω̃t′ ,t)�VV(t′ )

M
∑

t′=1
exp(KV(t′ ) + ω̃t′ ,t)

, (4)

where � is the element-wise product, σ is the nonlinear function sigmoid, and ω̃ ∈ <M×M

is the inter-column bias parameter.
Equation (4) is graphically illustrated in Figure 4.

Figure 4. An illustration of the PPSVA model defined by using Equation (4), where M = 3 and L = 2.

Figure 4 demonstrates that, for each column’s position t, the PPSVA model calculates
the weighted average of a column VV , and the result is combined with QV(t) through
element-wise multiplication. The weight is determined using the KV value and a set of
pair-wise column position deviation parameters. This attention model can extract the
salient features of the elements in each column in the image.

3.5. Channel-to-Channel Second-Order Crossed Self-Attention Model

Based on the PPSHA and PPSVA models, this study introduces a second-order atten-
tion model to enhance the performance of the attention model and maximize the salient
features. This model is applied to each channel of the image features so that every chan-
nel can extract the salient features. Furthermore, a second-order attention feature map
from each channel is merged in the channel direction. Consequently, the second-order
crossed-attention feature maps from multiple channels can be acquired.

The structure of the proposed channel-to-channel second-order crossover self-attention
model is illustrated in Figure 5, and the associated calculation equations are provided in
Equations (5)–(7).

Y = PPSHA(X), Y ∈ <M×L (5)

Ỹ = PPSVA(X), Ỹ ∈ <L×M (6)

X̃ = Y� (Ỹ)T � (XW), W ∈ <N×L, X̃ ∈ <M×L (7)
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Figure 5. The structure of the proposed channel-by-channel second-order crossover self-attention
model.

Figure 1 reveals that the structure of the proposed optical and SSS data fusion target
transfer recognition network employs an objective function defined by Equation (8), rooted
in cross-entropy loss, for each training link. The network undergoes sequential training
from shallow layers to deep ones, leading to an improvement in the network’s abilities to
extract target features and to significantly resist the noise, thus enhancing the recognition
performance of the network.

L =
1
S ∑

i
Li = −

1
S ∑

i

C

∑
c

yic log(pic) (8)

In Equation (8), C is the number of categories (i.e., plane, ship, and others), S is the
number of data samples, and yic is a sign function that can have a value of zero or one. In
other words, if the true class of a sample i is equal to c, then yic = 1; otherwise, yic = 0; pic
is the probability that the predicted sample i belongs to category c.

4. Experimental Results

This section presents the results of tests performed on the algorithm technique for rec-
ognizing transfer in underwater SSS by using the crossed PPCSSA model. The experiments
were conducted on a computer system using the Microsoft Windows 10 operating system
with 64 GB memory and an NVIDIA GTX TITAN-XP GPU. The network architecture was
developed using Python version 3.6.8. The reliability and efficacy of the proposed method
were assessed through comparative analysis and experiments. The recognition accuracy
improvement of the proposed method was evaluated by comparing it with various conven-
tional DL-based recognition techniques. Moreover, the effectiveness of the self-attention TL
algorithm in target recognition was examined by contrasting it with related TL algorithms.

4.1. Experimental Settings

• Application dataset

The experiments utilized an image dataset comprising target data captured by imaging
sonar. This dataset was collected during the Underwater Acoustic Engineering Research
Project at Harbin Engineering University, spanning scientific research from 2016 to 2022.
It encompassed three image target types: planes, ships, and other targets. The dataset
contained 66 images of planes, 484 images of ships, and 578 images of other targets
(https://pan.baidu.com/s/1KSEKt-7ozV3ljtdLn048sA?pwd=cy4l (accessed on 1 Septem-
ber 2023)). Figure 6 presents several examples from the dataset, highlighting the notable
noise interference present in the images. Consequently, accurate identification of the
depicted image targets posed a significant challenge.

https://pan.baidu.com/s/1KSEKt-7ozV3ljtdLn048sA?pwd=cy4l


Remote Sens. 2023, 15, 4517 11 of 24

  

 plane
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 other
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66 samples

Sample Data Distribution Diagram
(a) Three classes of side-scan image targets (b) Sample data distribution diagram

Figure 6. Samples of images in the dataset obtained with SSS.

• Experimental data preprocessing

All dataset images were resized to 224× 224 pixels to maintain consistency in network
input image sizes. Given the limited number of sample data, dividing the data into
training, verification, and test sets was expected to leave an insufficient amount for training.
Therefore, the evaluation approach used only training and test sets. For each image type,
70% of the data were randomly selected for model training, with the remaining 30% being
allocated for model testing. Table 3 presents the data distribution for each target category.

Table 3. Specific data allocation for each target category.

Number of Images
Category Plane Ship Other Target Types

Total 66 484 578
Dataset division: training set 70% and test set 30%

Training 46 338 404
Test 20 146 174

In order to mitigate the effects of random model parameter initialization and data
sampling on recognition performance, multiple experiments were conducted using the
average values of the results to evaluate the effectiveness of the model. As indicated, the
dataset contained imbalanced data, with 66 images of planes compared to 578 images
in other categories. This imbalance can introduce a bias toward categories with more
samples, decreasing recognition rates for underrepresented categories. Furthermore, the
total of 1128 samples in the dataset increased the overfitting risk for classifiers. The study
employed standard data augmentation techniques, such as rotation, flipping, and cropping,
to preprocess the data to counter these challenges. These methods encompassed various
cropping types, equal height or width stretching, contrast adjustment, clockwise rotation
(with angles ranging from 45° to 315°), and horizontal flipping. The results of these
transformations are depicted in Figure 7.
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(a) (b) (c) (d) (e) (f)

 (g) (h) (i) (j) (k) (l)

 (m) (n) (o) (p) (q) (r)

Figure 7. The image transformation results: (a) the original image; (b) center cropping; (c) bottom
left cropping; (d) top left cropping; (e) bottom right cropping; (f) top right cropping; (g) equal height
stretching; (h) equal width stretching; (i) contrast transformation (gamma = 0.87); (j) contrast trans-
formation (gamma = 1.07); (k) clockwise rotation by 45°; (l) clockwise rotation by 90°; (m) clockwise
rotation by 135°; (n) clockwise rotation by 180°; (o) clockwise rotation by 225°; (p) clockwise rotation
by 270°; (q) clockwise rotation by 315°; (r) left and right flipping.
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4.2. Evaluation Metric

Accuracy served as the primary metric for evaluating the performance of the proposed
model. In this research, the VGG-19 network functioned as the trained network. Optical
images trained the backbone network, while SSS images trained the head network within
the proposed structure. Based on prior findings, the training process used a batch size of
30 and an initial learning rate of 0.001. Cross-validation was executed 10 times to enhance
model validation. The primary evaluation criterion was the average overall accuracy (OA),
representing the percentage of accurately classified positive instances among all instances,
thus indicating the comprehensive classification ability of the model. The OA value was
determined as follows:

OA =

c
∑
i

Nii

N
, (9)

where Nii is the number of test samples that belong to class i but are classified as class i
in the classification process; c is the number of classes of data samples; and N is the total
sample number of test samples.

4.3. Performance Analysis

The performance of the proposed method was assessed by analyzing the OA index on
the test set and comparing it to several state-of-the-art (SOTA) methods.

(1) Comparison with traditional deep models

DenseNet (201, 121, 169), ResNet (50, 101, 152), and VGGNet (16, 19) are among the
most frequently employed network architectures for object recognition in recent research.
Therefore, in this study, the above-mentioned methods were selected for comparative
analysis. All these models utilized a standard open network structure. In order to maintain
recognition accuracy, input images were consistently resized to 224 × 244 pixels, ensur-
ing alignment between learning rate and batch size. Figure 8 displays the experimental
outcomes.
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Figure 8. The SSS target recognition results of traditional deep models: (a) DenseNet series models;
(b) ResNet series models; (c) VGGNet series models.

Table 4 reveals that, while the VGG-16 and VGG-19 models exhibit simpler archi-
tectures, their recognition performance, with an accuracy of 92.56%, does not meet the
set standards. In contrast, the DenseNet (201, 121, 169) models represent DenseNet ar-
chitectures with 201, 121, and 169 layers, respectively. Their recognition accuracies are
comparable, with DenseNet-169 achieving the highest accuracy of 96.15% and DenseNet-
201 registering 95.02%. The recognition accuracy of the ResNet model varies based on its
layer count, with the ResNet-50 model achieving 91.28% and the ResNet-101 model peaking
at 96.41%. Analysis of the recognition results from these models reveals that DenseNet and
ResNet outperform VGGNet. This superior performance is attributed to the more intricate
connections between convolutional layers in DenseNet and ResNet compared to those in
VGGNet. Thus, utilization of the less complex VGG-19 model can enhance the recognition
abilities of the algorithm.
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Table 4. Comparison results of different DL models in the SSS image object recognition.

Model OA (%)

DenseNet-201 95.02
DenseNet-121 95.13
DenseNet-169 96.15

ResNet-50 91.28
ResNet-101 96.41
ResNet-152 95.13

VGG-16 92.56
VGG-19 92.56

Note: The number next to the model name represents the number of layers in the corresponding network model.

In the process of target recognition training in deep networks, the number of network
parameters is relatively large, and a large number of data samples is required for good
training of network parameters. If the data sample size is insufficient, the “overfitting”
problem with a large training recognition rate and a low test recognition rate is expected to
occur in the process of network training. Sonar image corresponds to a typical small data
sample. Therefore, sonar images also offer the drawback that a deep network is not effective
in target recognition. In this study, the network parameters requiring sonar image training
are reduced by the transfer recognition strategy. Simultaneously, the importance features
of images are extracted by the PPCSSA mechanism, and the target is accurately identified
under the support of the importance features. Figure 9 illustrates that, due to the large
noise of underwater images, the classical deep network used for optical target recognition
causes serious interference in the process of image feature extraction, in particular, for target
images with small scale, low contrast, and fuzzy nature. Figure 9a,b show the crashed
aircraft; however, Figure 9a presents the small scale, and Figure 9b shows the problem of
ambiguity, so the classical depth recognition method can easily misidentify the target as the
seabed. Figure 9c–f show a shipwreck. Nonetheless, Figure 9c is ambiguous, Figure 9d,e
have the problem of low contrast, Figure 9f faces the problem of a small scale, and the
classical depth recognition method can easily misidentify the target as the seabed. In
this study, the key features identified in the image are extracted in the process of feature
extraction to reduce the noise interference, with the objective of improving the recognition
accuracy of the target.

Figure 9. (a) small scale crashed aircraft (b) ambiguity crashed aircraft (c) ambiguous shipwreck
(d) low contrast shipwreck (e) low contrast shipwreck (f) small scale shipwreck. Example of mis-
recognition of classic deep learning object recognition.

(2) SSS image classification results for different backbone networks

In this study, the most widely used models in the field of transfer recognition were
adopted as backbone network models to analyze the transfer performance of the proposed
transfer identification method. Specifically, the DenseNet, ResNet, VGGNet, AlexNet, and
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GoogleNet models were employed. The backbone network was trained on the ImageNet
optical dataset, while the head network was trained on the SSS data. The sample transfer
strategy was used for the transfer identification of SSS targets. The recognition accuracy
results are presented in Figure 10 and Table 5.
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Figure 10. The SSS target recognition results of the TL-based deep models: (a) DenseNet models;
(b) ResNet models; (c) VGGNet models; (d) AlexNet and GoogleNet models.

Table 5. The SSS transfer recognition results for different backbone networks.

Backbone Network OA (%)

ResNet-18 91.86
ResNet-50 93.5

ResNet-152 98.21
ResNet-101 98.46

DenseNet-121 96.41
DenseNet-169 91.54
DenseNet-201 89.23

VGG-16 98.46
VGG-19 94.67
AlexNet 94.14

GoogleNet 94.46
Proposed 99.28

Figure 10 and Table 5 present the recognition accuracy values of the ResNet-18, ResNet-
50, ResNet-152, and ResNet-101 models as 91.86%, 93.50%, 98.21%, and 98.46%, respectively,
with the ResNet-101 model demonstrating optimal recognition. Recognition accuracy
results for the DenseNet models, including DenseNet-121, DenseNet-169, and DenseNet-
201, are 96.41%, 91.54%, and 89.23%, respectively. Thus, the recognition rate appears to
decrease with the addition of network layers. Notably, more layers indicate that more
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detailed information can be extracted; therefore, the distinct feature data distributions
between the optical and SSS data indicate that the backbone network trained on optical
data is used directly for feature extraction. This information regarding extracted features
includes both target feature information and noise feature information, with the latter
potentially affecting the recognition performance of the head network, leading to a sharp
decrease in recognition accuracy. Among the VGGNet models, VGG-19 demonstrates a
lower recognition accuracy. Both the AlexNet and GoogleNet models achieve a recognition
accuracy of above 94%. The proposed method trained the head network by using the SSS
data, which were then applied for transfer recognition and incorporated into the PPCSSA
model to capture the essential low-redundancy image features.

Compared to the other models, the proposed method exhibits superior recognition
accuracy, achieving 99.28%, which is 4.61% higher than that of the VGG-19 model. This high-
lights that the proposed method enhances the recognition performance, notably improving
upon the VGG-19 transfer recognition method that utilizes the same backbone model.

(3) SSS image classification results for different methods

Subsequently, this method was compared to several advanced sample transfer recog-
nition methods, such as the shallow CNN network, the semi-synthetic transfer recognition
method, the regularization transfer recognition method, and the self-supervised training
recognition method, all tested on the same SSS dataset. Table 6 presents the comparison
results.

Table 6. The SSS image recognition results from different methods.

Method OA (%)

Shallow CNN [17] 83.19
GoogleNet [18] 94.46
VGG-11 fine-tuning + semi-synthetic data [15] 92.51
VGG-19 fine-tuning [16] 94.67
VGG-19 fine-tuning + semi-synthetic data [16] 97.76
SPDRDL [19] 97.38
FL-DARTS [20] 99.07
Proposed 99.28

The proposed method was compared with several common SSS identification methods.
Table 6 presents that, by increasing the complexity of the model structure, the recognition
accuracy of the method proposed in the literature studies [16–18] was improved. The recog-
nition accuracy rate increased from 83.19% to 94.46% and 94.67%, indicating that deepening
the network layers or using a more complex network structure was conducive to improving
the recognition performance. Moreover, compared with the results of these studies [16,18],
under the condition of complex network structure, the recognition accuracy improves from
94.46% to 94.67%, and the accuracy increases by 0.21%. Thus, the sample transfer recogni-
tion method can improve the performance of small sample target recognition. Moreover,
based on the recognition results of methods proposed in literature studies [15,16], by em-
ploying semi-synthetic data, the sample transfer identification method could successfully
address the problem of inadequate recognition accuracy caused by the limited number
of data samples. This led to a remarkable improvement of 3% in recognition accuracy,
from 94.67% to 97.76%. Furthermore, Huo et al. [16] reported that, under the condition
of VGG-19 as the backbone network, semi-synthetic data were used for sample transfer
recognition, and the recognition accuracy exhibited a significant change, from 94.67% to
97.76%, corresponding to an increase of 3.09%. In the process of network parameter transfer
recognition by using semi-synthetic data, the distribution difference between synthetic data
and SSS data is smaller than that between optical data and SSS data, which reduces the
possibility of negative transfer in the process of network parameter training. Therefore,
reduction in the distribution difference between different modal data can improve the
accuracy of TL target recognition. The SPDRDL and FL-DARTS methods proposed by Gerg
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and Monga [19] and Zhang et al. [20] used self-supervision and empirical regularization
knowledge to reduce the distribution differences among different modal data and to im-
prove the accuracy of target recognition to 96.38% and 99.07%, respectively. However, the
network structure used in these two methods faced data noise and other interference in
the process of feature extraction, which made the recognition effect of the algorithm less
suitable compared with that of the proposed method. The results of comparative analysis
show that the proposed method uses only optical and SSS image data for model parameter
training, which reduces the computational complexity of the multi-modal sample transfer
recognition method and solves the problem of small sample target recognition based on the
deep network mechanism. Furthermore, the proposed method starts from the key feature
extraction and considers that the image dataset is 2D in nature. First, the image is divided
into horizontal and vertical directions, and the main features of each row and column in
the image can be obtained by the location importance feature extraction method, while the
redundant features in each row and column of the image can be eliminated. Then, through
the self-supervised second-order key feature extraction method, each row and column of
key features in the image are connected with the original features by dot product, and the
key features are further enhanced by the multiplicity correlation enhancement method,
which considers the interference features and global redundancy features caused by large
differences in data distribution during sample transfer. The negative transfer phenomenon
in the sample transfer is reduced, and the accuracy of SSS target recognition is improved.
Experimental results show that the performance of this method is superior to that of other
methods.

(4) Ablation experiments on PPSHA, PPSVA, and PPCSSA

Furthermore, to validate the efficacy of the PPCSSA model, in this study, several
attention mechanism-based ablation experiments were conducted. These experiments
focused on three methods, the PPSHA, the PPSVA, and the PPCSSA, all utilizing the
VGG-19 model as their backbone network. Table 7 provides the results from these ablation
experiments.

Table 7. The ablation experiments’ results for the PPSHA, PPSVA, and PPCSSA models.

Backbone
Attention

PPSHA PPSVA PPCSSA OA (%)

VGG-19 X 98.51
X 98.01

X 99.28

Table 6 shows that the OA values for the PPSHA and PPSVA models are 98.51% and
98.01%, respectively. The PPCSSA model achieves an OA value of 99.28%, enhancing its
recognition accuracy by 0.77% and 1.27% compared to the PPSHA and PPSVA models.
Therefore, the PPCSSA model holds the potential for augmenting recognition performance.

(5) Comparison of different attention mechanisms in transfer recognition

Under identical conditions using the SSS dataset, this study analyzes the performance
of the point-to-point crossover second-order attention mechanism in detail and compares
it with the other representative attention mechanism methods. These attention mecha-
nisms include location attention, channel attention, and location channel fusion attention
mechanisms. The comparison results are presented in Table 8.
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Table 8. Comparative experiments for different attention mechanisms.

Attention Methods OA (%)

Channel Attention [41] 97.69
Location Attention [41] 97.18

Channel + Location Attention [41] 98.72
Proposed Attention 99.28

Table 8 presents the comparative experimental results, revealing that the point-to-point
crossover second-order attention mechanism proposed in this study offers distinct perfor-
mance advantages on the SSS datasets. Compared to the location attention mechanism, the
point-to-point crossover second-order attention mechanism more precisely captures the
essential feature information of the target object by the second-order key feature extraction
method. This enhances the key features, suppresses redundant and interference features,
and thus improves the target recognition accuracy. The recognition accuracy rate is 2.1%
above 97.18%. Compared to the channel attention mechanism, the point-to-point crossover
second-order attention mechanism can extract key features in each channel layer through
the second-order key feature extraction approach, thus reducing the interference between
channel layers and thereby increasing the target recognition accuracy by 1.59% over 97.69%.
The point-to-point crossover second-order attention mechanism derives higher-order key
features utilizing the second-order key feature extraction and channel-by-channel analysis
methods. Compared to the rigid fusion of the two attention mechanisms, the location and
channel features can fully emerge while mitigating the interference feature effects. The
recognition performance is improved compared to the integrated attention mechanism,
leading to an improvement in accuracy from 98.72% to 99.28%. Therefore, the proposed
method excels in extracting key features and exhibits superior recognition performance.

(6) Comparison of methods with different backbones in SSS noisy image classification

The primary distinction between the SSS data and optical images stems from the low
signal-to-noise ratio in underwater images due to intricate underwater conditions. More-
over, underwater noise interference directly impacts the performance of the recognition
network. Thus, Gaussian, speckle, multiplicative, and Poisson noise were added to the
original SSS images. These types of noise epitomize typical interference in underwater
images, effectively emulating a high-noise environment. In order to evaluate and compare
the efficacy of various models, in this study, the VGGNet, ResNet, and DenseNet network
architectures were selected, which are well-recognized and widely utilized in contemporary
research, as the backbone networks for the comparative experiment. The numerical results
are listed in Table 9.

Table 9. Comparison results of the methods with different backbone networks in the SSS strong-noise
image target recognition.

Backbone Network Accuracy (%)

VGG 95.5
ResNet 92.68

DenseNet 91.63
Proposed 98.16

Table 9 shows that the proposed method registers a recognition accuracy of 98.16%.
DenseNet recorded the lowest recognition accuracy of 91.63% among all models, while VG-
GNet showcased the highest accuracy at 95.5%. The recognition accuracy of the proposed
method exceeded those of VGGNet, ResNet, and DenseNet by 2.66%, 5.48%, and 6.53%,
respectively. Therefore, the proposed method demonstrates commendable recognition
capabilities even amidst significant noise interference.

(7) Target recognition performance analysis of forward-looking sonar images
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FLS, synthetic aperture sonar (SAS), and side-scan sonar data differ significantly in
imaging mechanism, resolution performance, detection range, and application scenarios
compared to other common marine sonar equipment. The FLS determines the location
and shape of underwater targets by measuring the travel time and intensity of sound
waves and echoes. The sound wave is reflected, scattered, and refracted when it encounters
an underwater target or terrain. The echo signal of the FLS can be reconstructed in the
underwater image through signal processing and algorithms. The resolution of an FLS
image is affected by acoustic frequency, beam width, signal processing method, etc. It is
suitable for underwater navigation and for avoiding obstacles [3,38,42,43]. SAS receives
and synthesizes the amplitude and phase information of a series of echo signals through a
receiver traveling a relatively short distance and generates high-resolution images with
an increase in the imaging aperture, making it suitable for remote detection tasks [44–47].
The SSS transmits an acoustic signal to the seafloor, measures and records the echo data,
calculates the received echo signal amplitude, and creates a bilateral coverage image
centered on the seafloor. SSS images rely primarily on the amplitude difference of the echo
signal to determine the characteristics of the external environment, which is appropriate for
the close-range detection task. Accordingly, FLS, SSS, and SAS perform image processing
differently. The SSS image processing is relatively simple; however, the resolution is low,
making it suitable for locating and detecting short-distance seabed targets. SAS is well-
suited for remote target detection and high-precision imaging due to its complex image
processing and high resolution.

In order to verify the efficacy of the proposed method for target recognition of ad-
ditional categories and generalization of recognition performance across multiple sonar
datasets, the FLS dataset was selected to validate the proposed method. FLS datasets
include image data acquired by forward sonar equipment for detecting and imaging target
objects. The dataset contains multiple sonar images from various scenes, encompassing the
shape, size, and physical property parameters of different targets, and can comprehensively
evaluate the performance of the proposed approach. This study uses FLS datasets for
training and testing and divides the dataset into training and test sets. The training set
is utilized to train the model during the training stage, and then the model’s recognition
accuracy performance index is evaluated on the test set by using the trained model. The
FLS dataset contains 3192 samples representing 10 distinct target categories. The training
set includes 2231 samples, while the test set contains 961 samples. Figure 11 depicts a
data sample graph to facilitate a more intuitive presentation of the FLS dataset sample
information. Moreover, Table 10 shows the identification outcomes for 10 categories of FLS
dataset objects.

Figure 11. Forward-looking sonar dataset sample diagram.
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Table 10. Comparison of different DL models for FLS image object recognition.

Methods OA (%)

DenseNet-201 89.07
DenseNet-121 88.87
DenseNet-169 89.91

ResNet-50 89.49
ResNet-101 88.14
ResNet-152 88.03

VGG-16 90.63
VGG-19 85.22

Proposed 97.80

Table 10 shows that the recognition rates of DenseNet-201, DenseNet-121, and DenseNet-
169 are 89.07%, 88.87%, and 89.91%, respectively, slightly higher than those obtained with
the ResNet series algorithms. DenseNet and ResNet algorithms exhibit recognition rates
above 88%. Among the reference algorithms, VGG-16 achieves the highest OA = 90.63%,
and VGG-19 performs the lowest, with OA = 85.22%. However, from an image quality per-
spective, the signal-to-noise ratio of FLS images is low, and noise interference is substantial,
resulting in a downward trend in the overall effect of target recognition. The intersection
point-to-point key feature extraction method adopted in this approach can extract the most
critical features in the target image via two key feature extraction methods, improving the
robustness of the recognition impact. The proposed method outperforms all comparison
algorithms with an OA = 97.80%, demonstrating its good FLS target recognition behavior.

In order to further analyze the recognition performance of the proposed network
model on the FLS dataset, the network model was decomposed into three important feature
extraction models (PPSHA, PPSVA, and PPCSSA). Next, the advantages of the proposed
model in FLS target recognition were analyzed through ablation experiments on the three
models. The experimental results are presented in Table 11 and Figure 12.

Table 11. Results of ablation experiments performed by using the FLS dataset with the PPSHA,
PPSVA, and PPCSSA models.

Backbone
Attention

PPSHA PPSVA PPCSSA OA (%)

VGG-19 X 97.24
X 96.70

X 97.80

Table 11 and Figure 12 show that, with the VGG-19 network as the backbone network,
only the key features in the horizontal direction of the image were extracted, the recognition
accuracy was found to be 97.24%, and the key features in the vertical direction were
extracted with the recognition accuracy of 96.70%. The second-order key feature extraction
method with point-to-point crossover was adopted, and the recognition accuracy was
97.80%. This shows that this method can extract the key features in all directions, reduce
the influence of interference features, and exhibit the best recognition effect.
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Figure 12. Comparison results of ablation experiments performed using FLS datasets.

5. Discussion

In order to address the issue of inadequate training data in DL-based object recognition
techniques, this study introduces a multi-modal data transfer strategy. Given the mode
data type constraints, this study also develops an SSS target recognition approach utilizing
the PPCSSA model. This attention model can extract pivotal features of SSS targets, thereby
enhancing the SSS target recognition ability.

In summary, the proposed method offers several significant advantages and contribu-
tions compared to existing methods, as outlined below:

1. The introduced SSS target transfer identification approach, grounded in the PPCSSA
model, demonstrates superior performance for small sample datasets, which are
challenging to obtain. Moreover, it addresses the issue of insufficient modal sample
data found in current multi-modal sample data transfer strategies.

2. This study employs the point-to-point attention model and introduces the crossed self-
supervised attention technique. The suggested approach can extract critical features
from target-domain data through data sample transfer, offering a novel solution and
research pathway for underwater target transfer recognition.

3. Incorporation of the second-order attention model in the proposed technique results
in improved extraction of essential features, decreases feature redundancy for recog-
nition, and strengthens the robustness and anti-interference abilities of the features.

4. The method used in this study exhibits a certain universality and can improve all
the image data; nonetheless, the degree of effect of improvement is different. In the
imaging process of the SSS image, the complete image of the target is obtained by
splicing the track of the measurement line of the carrier. In this process, the fuzzy
interference in the horizontal direction is relatively large. Moreover, the remote
sound intensity of the SSS beam attenuates due to the increase in sound propagation
distance, resulting in a decrease in the contrast in the vertical direction of the image.
In this study, the key features extracted from the horizontal direction can extract the
useful information in the horizontal direction under the condition of horizontal fuzzy
interference. By contrast, the key features extracted from the vertical direction can
extract the useful information in the vertical direction under the condition of contrast
reduction. The self-supervised second-order feature extraction method can consider
the key features of both sides at the same time, and based on this, can improve the
recognition performance of SSS image objects.
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However, the proposed approach offers certain limitations. Although the method
yielded promising experimental results, the data category count was limited. Consequently,
the target recognition effectiveness could wane with the increase in the number of sample
categories. Therefore, designing a deep network model that can remove redundant features
while retaining crucial ones is imperative for enhancing the discriminative power of image
features.

Furthermore, the datasets employed in this research were exclusively supervised
training sets, with target images in the dataset directly correlating with their respective
classes. For a weakly supervised training set, given that the target pertains to an indistinct
category, the recognition performance of the proposed method can decline. Thus, design of
a semi-supervised homogeneous target clustering recognition network becomes essential
to bolstering target recognition outcomes.

6. Conclusions

In order to tackle the challenges of insufficient sample data and suboptimal network
training prevalent in existing SSS underwater image target identification methods, this
research introduces a multi-modal sample transfer method. Moreover, a point-to-point
second-order crossover attention model is presented to alleviate the difficulties of crucial
feature extraction from small sample SSS images due to constrained modal data types. This
model discerns salient horizontal and vertical feature maps of images by extracting notable
features from rows and columns of each image. Subsequently, the crucial second-order
crossover-attention features are derived from the original image, which aid in leveraging
horizontal and vertical cross-feature maps to ascertain the features, thereby achieving
robustness and minimal redundancy and enhancing target recognition. Experimental
findings underscore the precise identification prowess of the proposed technique in distin-
guishing underwater shipwrecks, aircraft debris, and seafloor terrain. The insight garnered
from this research can furnish theoretical backing for developing more precise underwater
target identification methods. Nevertheless, refinement of the diversity of SSS target data
and enhancement in the quality of SSS images through techniques such as image denoising,
resolution enhancement, and image deblurring can further amplify the target recognition
efficiency of the proposed method.
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