remote sensing

Article

A Weak Sample Optimisation Method for Building
Classification in a Semi-Supervised Deep Learning Framework

Yanjun Wang '2*(, Yunhao Lin 12, Huiqing Huang 3, Shuhan Wang 1'?, Shicheng Wen ¢ and Hengfan Cai />

check for
updates

Citation: Wang, Y.; Lin, Y.; Huang, H.;

Wang, S.; Wen, S.; Cai, H. A Weak
Sample Optimisation Method for
Building Classification in a
Semi-Supervised Deep Learning
Framework. Remote Sens. 2023, 15,
4432. https://doi.org/10.3390/
1515184432

Academic Editor: Johannes R.

Sveinsson

Received: 12 July 2023
Revised: 2 September 2023
Accepted: 5 September 2023
Published: 8 September 2023

Copyright: © 2023 by the authors.
Licensee MDPI, Basel, Switzerland.
This article is an open access article
distributed under the terms and
conditions of the Creative Commons
Attribution (CC BY) license (https://

creativecommons.org/licenses /by /
4.0/).

National-Local Joint Engineering Laboratory of Geo-Spatial Information Technology, Hunan University of
Science and Technology, Xiangtan 411201, China

School of Earth Sciences and Spatial Information Engineering, Hunan University of Science and Technology,
Xiangtan 411201, China

The Third Surveying and Mapping Institute of Hunan Province, Changsha 410118, China

Hunan Geospatial Information Engineering and Technology Research Center, Changsha 410118, China

The Second Survey and Mapping Institute of Hunan Province, Changsha 410118, China

Hunan Provincial Natural Resources Survey and Monitoring Center, Changsha 410118, China

*  Correspondence: wangyanjun@hnust.edu.cn; Tel./Fax: +86-731-5829-0092

G oW

Abstract: Deep learning has gained widespread interest in the task of building semantic segmen-
tation modelling using remote sensing images; however, neural network models require a large
number of training samples to achieve better classification performance, and the models are more
sensitive to error patches in the training samples. The training samples obtained in semi-supervised
classification methods need less reliable weakly labelled samples, but current semi-supervised classi-
fication research puts the generated weak samples directly into the model for applications, with less
consideration of the impact of the accuracy and quality improvement of the weak samples on the
subsequent model classification. Therefore, to address the problem of generating and optimising the
quality of weak samples from training data in deep learning, this paper proposes a semi-supervised
building classification framework. Firstly, based on the test results of the remote sensing image
segmentation model and the unsupervised classification results of LIDAR point cloud data, this paper
quickly generates weak image samples of buildings. Secondly, in order to improve the quality of
the spots of the weak samples, an iterative optimisation strategy of the weak samples is proposed to
compare and analyse the weak samples with the real samples and extract the accurate samples from
the weak samples. Finally, the real samples, the weak samples, and the optimised weak samples are
input into the semantic segmentation model of buildings for accuracy evaluation and analysis. The
effectiveness of this paper’s approach was experimentally verified on two different building datasets,
and the optimised weak samples improved by 1.9% and 0.6%, respectively, in the test accuracy mloU
compared to the initial weak samples. The results demonstrate that the semi-supervised classification
framework proposed in this paper can be used to alleviate the model’s demand for a large number
of real-labelled samples while improving the ability to utilise weak samples, and it can be used as
an alternative to fully supervised classification methods in deep learning model applications that
require a large number of training samples.

Keywords: weak sample; semi-supervised classification; high-resolution remote sensing imagery;
buildings; deep learning

1. Introduction

High-spatial-resolution remote sensing data have shown great potential for application
in areas such as precision agricultural monitoring [1-3], urban and rural regional planning,
road traffic management [4,5], high precision navigation maps [6-8], environmental disaster
assessment [9,10], forestry measurement [11-13], and military construction. Buildings,
as the main body in urban construction, occupy a more important component in high-
resolution remote sensing images. In urban scenes, buildings are used as an important
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assessment indicator to understand the development status of cities due to their wide
distribution in urban areas. And because of the rich information on buildings contained in
high-resolution remote sensing images, the extraction of buildings using high-resolution
remote sensing images has become a current research hotspot [14,15].

At present, image semantic segmentation algorithms based on deep learning are
widely used in building extraction applications, but due to the irregular distribution
and large number of building data in large urban scenes obtained by sensors, the rapid
production of building samples has become a challenge. The existing building semantic
segmentation model requires a large number of labelled training samples as a priori
knowledge in order to obtain more satisfactory accuracy results. In terms of producing
training samples, the current mainstream approach is based on manual labelling, however,
high-resolution building labelling in complex scenes requires a huge time cost, resulting in
the acquisition speed of high-quality labels lagging far behind that of remote sensing data,
which hinders the automatic extraction of remote sensing information [16].

In order to simplify the labelling process of training samples, researchers have car-
ried out research on automatic or semi-automatic sample generation methods and have
proposed semi-supervised learning strategies. The semi-supervised learning-based image
semantic segmentation method uses a limited number of real samples as training data, and
then makes full use of the limited labelled data and the weakly labelled data generated
by unsupervised classification methods for model training, reducing the cost of acquiring
accurately labelled data.

In order to secure the number of training samples to increase sample diversity and
thus improve training accuracy results, many studies have explored the use of a small
number of real labels to label unlabelled data, thereby expanding the number of weakly
labelled samples available for training. Weakly annotated samples are often the result of
feature extraction and classification of multi-source remote sensing data, benefiting from
the ability of multi-source remote sensing data to provide a true visual representation of
surface targets.

For example, Han et al. proposed a semi-supervised generation framework combining
deep learning features, self-labelling techniques, and discriminative evaluation methods
for the task of scene classification and labelling datasets, which can learn valuable infor-
mation from unlabelled samples and improve classification capabilities [17]. Wang et al.
formulated high-spatial-resolution remote sensing image classification as a semi-supervised
depth metric learning problem, which considers group images and single images for the
label consistency of unlabelled data [18]. Kaiser et al. [19] used vectorised weakly labelled
samples from Open Street Map for house and road extraction, and Kang et al. created
pseudo-labelled sample remote sensing using non-deep learning methods to improve the
deep learning-based segmentation of small labelled datasets [20]. Xu et al. [21] trained the
deep convolutional neural network (DCNN) model to obtain the spatial distribution of
rice and maize in Liaoning Province using the results of the traditional classifier support
vector machine (SVM) to classify images as weak samples and analysed the applicability of
weak samples. Hong et al. [22] used a cross-modal deep learning framework to expand
a small number of labels into a large number of labelled samples for the classification
of hyperspectral images, effectively improving the efficiency of label expansion. Wang
et al. [23] used self-training to achieve the label expansion of unlabelled scene images
and further improved the quality of labelled samples of scene images by constraining the
initial weights of the expanded labelled samples. Zhu et al. [24] considered the influence
of different structural models to extract scene image features and trained two different
structural classification models to simultaneously assign labels to unlabelled scene images
to enhance the stability of the predicted labelling results of unlabelled samples. Ding
et al. [25-27] and Zhang et al. [28] designed a graph convolutional neural network frame-
work for hyperspectral image classification, which uses superpixels to cluster local spectral
features, and uses the clustering results as the nodes of the graph convolution, then uses the
graph convolutional network to learn the relationship between the labelled and unlabelled
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samples. In the case of a small number of samples, this method obtains better classification
results than other methods. The spectral information of ground objects is crucial in this
method, RGB images have more complex ground features than spectral images, and the
method using a graph convolutional neural network needs to be optimised in the small
sample data classification task, which only processes RGB images.

This type of method, from the perspective of weak sample expansion based on multi-
source remote sensing data, can significantly improve the classification accuracy even
with little annotated data, but the incorrectly annotated samples in the weak sample data
will have an impact on the semantic segmentation model accuracy. How to improve the
problem of incorrect samples in weak sample data in order to improve the classification
accuracy of semantic segmentation models is still one of the directions to be investigated in
semi-supervised classification methods.

Active learning (AL) [29] in supervised learning methods can effectively deal with
the small sample size problem. AL iteratively enhances the predictive performance of
a classifier by actively increasing the size of training data for each training iteration by
utilizing an unlabelled pool of samples. In each iteration, AL enhances the training dataset
by actively selecting the most valuable instances from the pool of unlabelled data, and
an oracle (human- or machine-based) assigns the true class labels to these instances. Fi-
nally, these useful instances are added to the existing training dataset, and the classifier
is retrained on this new training dataset. The process continues until a stopping criterion
(which may be the size of the training dataset), the number of iterations, or the desired
accuracy score is achieved [30]. AL is mainly applied to the processing of hyperspectral
data. Due to the high dimensionality of hyperspectral data, AL can reduce the dimen-
sion and extract effective information from high-dimensional data. For example, Guo
et al. [31] proposed an AL framework that stitches together the spectral and spatial fea-
tures of superpixels. Similarly, Xue et al. [32] considered neighbourhood and superpixel
information to enhance the uncertainty of query samples. Liu et al. [33] proposed a feature-
driven AL framework to define a well-constructed feature space for hyperspectral image
classification (HSIC).

Semi-supervised learning (SSL) and AL’s main goal is to use limited sample tags
to achieve good generalization performance, and combined with SSL, AL is reasonable.
Zhang et al. [34] proposed an RF-based semi-supervised AL method that exploits spectral—
spatial features to define a query function to select the most informative samples as target
candidates for the training set. Li et al. [35] adopted multinomial logistic regression with
AL to segment hyperspectral images (HSIs) in a semi-supervised manner. Munoz-Mari
et al. [36] utilized AL to improve the classification confidence of a hierarchical model
by having it select the most informative samples. AL has also been adapted to a co-
training framework in which the algorithm automatically selects new training samples
from the abundant unlabelled samples. Wan et al. [37] proposed collaborative active
and semi-supervised learning (CASSL) for HSI classification. Wang et al. [38] proposed
a new semi-supervised active learning method that aims to discover representativeness
and discriminativeness by semi-supervised active learning (DRDbSSAL). Zhang et al. [39]
proposed to combine AL and hierarchical segmentation method for the classification of
HSIs, where the training set was enlarged by the self-learning-based semi-supervised
method. Dopido et al. [40] proposed a new framework for semi-supervised learning, which
exploits active learning for unlabelled sample selection in hyperspectral data classification.

Weakly supervised refers to learning using high-level or noisy inputs from expert
knowledge or crowdsourced data [16] to obtain testing accuracy comparable to that of
real samples as inputs. Wang et al. [41] used image-level labels and labels consisting of
individual geotagged points as weak sample sources to input into the model and converted
the different classes of labels into pixel-level semantic segmentation results via a class
activate map (CAM) [42] and masks.

Weakly supervised learning is a research method to investigate how to make full
use of the valid samples in weak sample data so as to improve the classification accu-
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racy of semantic segmentation models. This method is an extension of semi-supervised
learning in the direction of weak sample research. Weakly supervised learning requires
not only acquiring weak sample data but also inputting unlabelled data, together with
a small number of labelled samples, into the weakly supervised model to learn its deep
features from a large amount of unlabelled data by means of specific loss functions [43],
generative adversarial networks (GANSs) [44], and other contrastive learning [45] methods.
This significantly reduces the need for a large number of accurately labelled samples. For
example, Peng Rui et al. [46] used a contrast learning model and label propagation method
to generate a large number of high-confidence labels in multi-scale unlabelled data, and
finally used the expanded samples in a weakly supervised network to obtain the classifica-
tion results of scene images. Liang et al. [47] constructed a weakly supervised semantic
segmentation network based on conditional generative adversarial networks and used a
self-training method to generate pseudo-labels of unlabelled data by a generator to achieve
weakly supervised semantic segmentation. Weakly supervised learning was achieved by a
self-training method in which the generator generated pseudo-labels of unlabelled data.
The weakly supervised learning model obtains high-confidence labels from weak sample
data with a contrast learning method, but contrast learning is a probability estimation
method embedded inside the model and cannot explicitly analyse how to extract valid
samples from weak sample data, and thus, improve the classification results of the weakly
supervised model.

In summary, there are still some shortcomings in the field of semi-supervised building
classification from high-resolution remote sensing images that need to be explored, including:

e  The quality of weak samples generated based on multi-source remote sensing data
needs to be improved;

e The existing weakly supervised or semi-supervised classification methods lack ex-
plicit simulation and applicability analysis of the process of generating high-quality
weak samples.

In view of the above problems, this paper proposes a semi-supervised building classifi-
cation framework based on multi-source remote sensing data. It draws on the idea of active
learning to automatically select the optimal sample feature information, and then applies
the semi-supervised classification method and active learning strategy to the classification
task with only a spatial domain (no spectral information). The proposed method focuses
on the generation and quality optimization of weak building samples. The innovations of
this paper are as follows:

e  From the perspective of constructing a weak sample generation strategy, this paper
uses the unsupervised classification results of airborne LIiDAR data and the test results
of an image segmentation model to quickly generate initial image weak samples, thus
reducing the need for the network to manually label the training samples;

e Inthis paper, a weak sample optimization strategy is proposed to improve the accuracy
of the overall weak sample by iteratively comparing part of the weak sample with the
real sample. Finally, the weak sample set with the highest iterative accuracy was sent
to the high-resolution semantic segmentation network for training to improve the test
accuracy of the weak samples;

e A comparative analysis of the model testing accuracy of the real sample, the initial
weak sample, and the optimised weak sample for each dataset was carried out on two
datasets of different high resolutions and different building types, and we discuss the
applicability of the proposed semi-supervised classification framework.

Our method alleviates the problem of deep learning models requiring a large number
of manually annotated samples, while the weak sample optimisation strategy improves
the model testing accuracy when using weak samples as training data in semi-supervised
classification studies.



Remote Sens. 2023, 15, 4432

5o0f 24

The remainder of this paper is organized as follows: Section 2 illustrates the data
sources used in this study, Section 3 illustrates the methodology, and Section 4 reports the
results and the discussion. Finally, Section 5 presents the conclusions of this work.

2. Data Sources

This paper presents two high-resolution remote sensing image datasets as experimen-
tal areas for the building semantic segmentation task of high-resolution images. The image
datasets were acquired from UAV photogrammetry, and the real samples were vector
data visually interpreted and manually annotated by ArcGIS. The single image data in
the dataset was too large to be fed into the network for training, and therefore, in order
to improve the network training efficiency and increase the training samples, the data in
the experimental area was cropped from left to right and from top to bottom. The single
cropped image size for both datasets was 224 x 224, with a 50% overlap between the
frames. Due to the irregular shape of the data area, the edges of the images were cropped
so that images with fewer than 244 x 244 pixels were filled with a pixel value of 255. Data
enhancement operations, such as rotation, horizontal flip, and affine transformation, were
performed prior to network training to enhance the sample diversity.

2.1. Yuhu Urban Dataset

The Yuhu Urban dataset covers part of the urban area in Xiangtan City, Hunan
Province, with a spatial resolution of 0.03 m. One image in the dataset was used as the
training set, with an area size of 557 x 677 m, and one image as the test set, with an area
size of 827 x 1209 m. The total number of cropped images was 14,112 for the training set,
3528 for the validation set, and 39,121 for the test set. Due to the centimetre resolution of
the Yuhu Urban dataset, although the image and label samples were cropped to a large
sample size for training, the overall training area was not large, the features contained
in each 224 x 224-pixel image and sample were incomplete, and the dataset was a small
sample for training. In this dataset, the feature topics that needed to be finely classified
were buildings, including high-rise buildings, low-rise buildings, and backgrounds. The
training sample areas are shown in Figure 1.

High-rise Low-rise Background
Buildings Buildings - 8

(a) (b)

Figure 1. Training area and real sample of buildings in the Yuhu Urban dataset. (a) Raw image

of the training area in the Yuhu Urban dataset. (b) Real sample of the training area in the Yuhu
Urban dataset.
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2.2. XiangXi Urban and Rural Buildings (XXURB) Public Dataset

The XXURB dataset [48] covers some urban areas in western Hunan Province, with
a spatial resolution of 0.2 m. In this paper, two of the images were used as the training
set, with sizes of 750 m x 832 m and 683 m x 804 m, respectively. The former image,
without real sample labelling, was used as the training data for the proposed weak sample
generation strategy, and the latter image, with real sample labelling, was used as the
training data for the semantic segmentation model to supervise the classification of the
buildings. The test data size was 904 m x 1804 m. In the XXURB dataset, the proportion of
low-rise buildings was too small, so this study mainly classified the classification types into
buildings and non-buildings. The training areas with real samples are shown in Figure 2.

- Buildings - Background
(a) (b)

Figure 2. Training area and real sample of buildings in the XXURB dataset. (a) Raw image of the
training area in the XXURB dataset. (b) Real sample of the training area in the XXURB dataset.

3. Materials and Methods
3.1. Weak Sample Generation and Optimization Strategy for Buildings

The semantic segmentation model requires a large number of training samples with
real labels to obtain high accuracy, while the high time and labour costs required for the
labelling of a large number of real samples affect the practical application of the network
model. Therefore, in order to reduce the annotation time of image training samples and
reduce the workload of training sample production, this paper firstly proposes a strategy for
generating weak samples of buildings based on airborne LiDAR and image data by using
unsupervised classification results from LiDAR data that overlap with the training image
regions and test results from image semantic segmentation models instead of hand-crafted
real samples.

The overall flow chart is shown in Figure 3. From the perspective of weak sample
generation, a method is proposed to generate weak samples based on the classification
results of multi-source remote sensing data to reduce the amount of labelled training
samples required by the model. To address the accuracy problem of weak samples, an
iterative optimization strategy for weak samples is proposed for the improvement of weak
sample patches, and finally, the applicability of the quality of weak samples to the semantic
segmentation model is discussed.
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Figure 3. Flow chart of generation of weak building samples and optimization strategies with

multi-source remote sensing data.

3.2. Semantic Segmentation Model for Buildings Classification

In this paper, the FDTNet model proposed in previous studies [49] was chosen as the
semantic segmentation model for buildings. FDTNet is a two-branch parallel structured
network coupling the local feature information of a CNN with the global feature informa-
tion of a Transformer network [50]. Previously, the fusion of CNN and Transformer was
mainly based on the CNN base framework, and after continuous downsampling to obtain
deep features, the Transformer module was then applied. This architecture actually still
obtains partial pixel-to-pixel correlation in local areas and cannot obtain global correla-
tion. In contrast, the FDTNet model obtains local and global features with Deeplabv3+
and Transformer, respectively, and fuses the two features with the CAFM [51] module.
Considering that the representation of shallow features in CNN networks is not significant
enough, it is enhanced with the CBAM module [52], and finally, the multilayer features are
fused with E-Link [53] in a progressive fusion strategy form, the multi-layer features are
effectively fused, and the semantic segmentation results are output. Its detailed network
framework structure is shown in Figure 4.
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3.3. A Weak Sample Generation Method for Buildings Based on Multi-Source Remote Sensing Data

All semantic segmentation models, including FDTNet, require a large number of
training samples with real labels to obtain high accuracy, while the time and labour costs
required for the annotation of a large number of real samples are high, which affects the
practical application of the model. In order to reduce the annotation time of image training
samples and the workload of training sample production, this paper firstly proposes a
weak sample generation strategy for buildings, i.e., a method to generate weak samples of
buildings based on airborne LiDAR point cloud data and image data. This includes the
principle of the method for the unsupervised classification of buildings based on airborne
LiDAR point cloud data, and the supervised classification method based on image data
of part of the test area and real samples. Weak samples of the training area are generated
using both methods.

3.3.1. A Weak Sample Generation Method Based on Airborne LiDAR Point Clouds

The unsupervised classification method of point clouds can automatically classify
and extract features. The main purpose of producing weak samples with point cloud
unsupervised classification is to reduce the time cost and workload of manually producing
training samples. The point cloud has three-dimensional information about the building,
and when converting it into image data, only the roof surface information is required in the
building structure as representative information about the building in the orthophoto. In
order to simplify the extraction process of unsupervised point cloud classification, only the
roof point is extracted, and the building is classified according to the roof information.

In this paper, we use a well-established method for extracting point clouds from
building roofs and combine the geometric attributes of building roofs to classify the roofs
of two types of buildings: low-rise and high-rise. The overall flowchart of the building
point cloud classification is shown in Figure 5. Firstly, a point cloud segmentation method
based on height and fitted plane constraints was used to extract the roof point clouds, with
the algorithm provided by the “Classify LAS Buildings” tool integrated in ArcGIS Pro. The
elevation threshold was set to 16.5 m. In this paper, buildings of six storeys and above with
an average height of 2.8 m were classified as high-rise buildings, while buildings of other
heights were classified as low-rise buildings. Finally, the roofs of buildings with different
classification labels were projected onto the 2D plane to generate weak sample labels.
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Figure 5. The architecture of point cloud unsupervised building roof classification.

3.3.2. A Weak Sample Generation Method Based on Test Area Image

Weak samples from the two training regions in the XXURB dataset were generated
by applying the FDTNet model test classification to each of the two regional images and
using a small number of real samples from the test region (Figure 6) as the training set. The
test region needed real sample data for accuracy evaluation, while the unlabelled sample
region had no real samples. Using some real samples from the test region as training to
generate weak samples from the unlabelled region can reduce the substantial time cost of
manually labelling samples.

- Buildings - Background

(a) (b)

Figure 6. Partial test area for generating weak samples. (a) Original image of part of the test area.
(b) Real samples of part of the test area.

3.4. Optimisation Strategies for Weak Samples of Buildings

Compared with the real annotated strong training samples, the labelled data obtained
by classification methods are weak samples, and the weak sample data carry error samples
that confuse the cognitive ability of the semantic segmentation model. Therefore, we
proposed an iterative optimization strategy for weak samples to improve the correctness of
the weak samples in view of the problem that, the accuracy of the weak samples generated
from airborne LiDAR point cloud data and image data is too low, which leads to the
degradation of the accuracy of the model test results.

3.4.1. Division of Training Areas

Before running the weak sample optimization strategy, the Yuhu Urban dataset and
the XXURB dataset were divided into regions.

As shown in Figure 7, the entire Yuhu Urban dataset was divided in a 1:4:5 ratio,
where 10% of the training area had weak and real samples of buildings generated based on
airborne LiDAR point clouds, and the remaining 40% of the training area belonged to areas
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Dataset Area

Unlabelled Sample Area (U;)

40%

Real Sample Area (Ry)

10%

Test Area (Ty)

50%

Dataset Area

Unlabelled Sample Area
W)

25%

Real Sample Area (R,)

25%

Test Area (T;)

50%

without real sample markers but with weak samples generated by LiDAR, while the area

used as a test set in the above Yuhu urban dataset accounted for 50% of the entire study
area. The regional division of the XXURB dataset is shown in Figure 8.

Weak Sample

Real Sample

None

None

Figure 7. Weak sample area delineation for the Yuhu Urban dataset.

Image Weak Sample Real Sample

None

A detailed flowchart of the iterative building weak sample optimisation strategy is
shown in Figure 9 below, taking the weak sample optimisation process for the Yuhu Urban
dataset as an example, in order to verify that, the weak sample optimisation strategy can
reduce the time cost of manually produced samples, so only a proportion of 10% of the real
sample areas have manually labelled real samples, while the remaining 40% proportion of
the training areas have only weak samples generated by LiDAR. Similarly, for the XXURB
dataset, a proportion of 25% of the real sample areas have manually labelled real samples,

None

Figure 8. Weak sample area delineation for the XXURB dataset.

3.4.2. An Optimisation Strategies for Weak Samples
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while the remaining 25% of the training areas have only weak samples of images generated
from the model test results.
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Figure 9. A weak sample optimization strategy based on airborne LiDAR.

The weak sample iterative optimization strategy is implemented on the basis of having
10% real samples.

(1) Firstly, the LIDAR weak samples from the R; and Uj regions are input into the
network model as training data to obtain model training parameter weights for the
initial LIDAR weak samples, and the model parameter weights are used to self-test
the image datasets from the two training regions;

(2) Then the R; classification results obtained from the self-test are compared with the
real samples on the patches, and the R; classification result patches are intersected
with the real samples to take the merge operation to extract the correct patches in the
classification results, and the correct patches are used as one of the training samples. In
the U; region, since there is no real sample, the test classification result is directly used
as the training sample and input into the model together with the correct classification
result spot of R; for a new round of self-training and self-test verification and iteration
of the correct sample in the real sample region;

(3) In the process of iteration, when the classification accuracy of R; from training and
self-testing no longer improves, the iteration is stopped and the weights of the model
training parameters of the current round are output for the final prediction of the
classification result of the test region T;, which is the final test accuracy result of the
weak sample optimization strategy.

After iterative optimisation of the weak samples in the two datasets, the weak samples
of buildings, the optimised weak samples of buildings and the real samples of buildings,
respectively, were input into the FDTNet model for classification experiments, and then we
analysed the applicability of the weak sample optimisation strategy proposed in this study,
from the test accuracy results obtained for the three samples.

4. Results
4.1. Experimental Environment and Evaluation Indicators

This experiment use pyTorch 1.11.0 as the deep learning programming framework,
an SGD optimiser with an initial learning rate of 0.01 was used during training, and a
Warmup strategy to automatically adjust the learning rate as the number of training rounds
increases in order to better train the model. The batch size in the experiments was 4 and all
network models were iterated for 30 epochs. The training and inference phases are used on
a computer equipped with GeForce RTX 1080Ti and i7-9700k CPU with 32 GB memory.

Using pixel-level accuracy to evaluate building classification results, this paper selects
three representative metrics for semantic segmentation network evaluation, namely the
intersection of each class IolU, the average loU (mIol) and the overall accuracy (OA) to
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assess the performance of this study’s method and comparative methods. In particular,
the overall accuracy OA indicates the global accuracy, which does not take into account
individual classes but measures the classification accuracy of all classes; IoU refers to the
percentage of the predicted number of pixels in a single class that intersect and merge with
the true pixels in that class. The specific calculations for the three evaluation metrics are
shown in Equations (1) to (3).

Y1 TP;
OA = &=L 271 1)
in1 Ai
TP,
oUi = 75 T Fp ¥ ENy’ @
" JoU;
miotr = L=t 1O ©

In the above equation, n indicates the number of features to be classified, TP; indicates
the number of pixels of feature class i predicted to be true; FN; indicates the number of
pixels of feature class i predicted to be non-class i features; FP; indicates the number of
pixels of non-class features predicted to be true.

4.2. Results of Building Semantic Segmentation with FDTNet Model
4.2.1. Results and Analysis of the Yuhu Urban Dataset

Table 1 shows the accuracy evaluation results of each model for semantic segmenta-
tion of building types in the Yuhu Urban dataset test area, including the FDTNet model,
UNet [54] and DeepLabv3+ [55]. In this table, we show the mloU and OA of the models,
as well as the evaluation analysis of the IoU for each building type. Figure 10 shows the
qualitative comparison results in the Yuhu Urban dataset. It is worth noting that the Yuhu
Urban dataset was trained with a small sample range of regions for validating a large
range of test regions, and therefore the prediction accuracy of all the semantic segmentation
models applied in Table 1 is generally low.

Table 1. Accuracy evaluation of experimental results in the Yuhu Urban dataset.

Network High-Rise Low-Rise

Model Background g ) ding Building mloU oA
UNet 74.3% 58.5% 51.1% 61.3% 77.5%
DeepLabv3+ 78.4% 66.6% 60.8% 68.6% 82.5%
FDTNet 79.6% 68.5% 64.6% 70.8% 83.7%

In Table 1, the FDTNet model achieves the highest test accuracy in all evaluation
metrics, with mIoU of 70.8% and OA of 83.7%, for the same pre-processing and network
parameter settings for the prediction results of the test area. Compared to the underlying
network structure, DeepLabv3+, FDTNet has improved IoU on all types of features, with
1.2%, 2.1% and 3.6% improvement in the background category, high-rise building category
and low-rise building respectively. In addition to using the ResNet backbone model,
FDTNet also introduces an attention mechanism module and a multi-level feature fusion
strategy to enhance the extraction of shallow texture features, so that FDTNet’s classification
ability on low-rise building classes with complex and diverse textures is substantially
improved compared to DeepLabv3+.
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Figure 10. Classification results for each model in the Yuhu Urban dataset.

4.2.2. Results and Analysis of the XXURB Dataset

In this paper, the FDTNet model is used to compare and analyse the sub-metre scale
XXURB dataset, which obtained from UAV tilt photography, and the applicability of
FDTNet for fine semantic segmentation has been further verified through the classification
and extraction of buildings on datasets with different resolution scales.

The XXURB dataset has two training regions and one test region, and only one training
region has real annotated samples. In this section, the training set with real samples
annotated is used to train different building classification models, and the results of the
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accuracy evaluation of the test area are shown in Table 2. An example of the classification
results of each network model in the XXURB dataset is shown in Figure 11 below.

Table 2. Accuracy evaluation of experimental results in the XXURB dataset.

Network Model Background Building mloU OA
UNet 88.9% 67.2% 78.1% 91.0%
DeepLabv3+ 86.5% 60.2% 73.4% 88.9%
FDTNet 91.3% 74.7% 83.0% 93.1%

(

e)
- Buildings - Background

Figure 11. Classification results for each model in the XXURB dataset. (a) Image. (b) Real Sample.
(c) UNet. (d) DeepLabv3+. (e) FDTNet.
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From Table 2, it can be seen that our FDTNet model has at least 4.9% higher mIoU
and at least 2.1% higher OA in the binary classification problem for buildings compared to
other classification models. The IoU of the building class shows that the FDTNet model
achieves a classification accuracy of 74.7%, while the IoU of the other comparison meth-
ods is less than 70%, which verifying that the FDTNet model has the highest building
recognition performance among all model methods. Compared to the classification results
of the underlying network branch DeepLabv3+, the FDTNet model has gained a signifi-
cant improvement in its ability to classify buildings after the improvement of the model
framework.

4.3. Results of Building Weak Sample Generation
4.3.1. Unsupervised Weak Sample Generation Method Based on Point Cloud

To compare the difference in building classification accuracy between airborne LiDAR
weak samples and real sample, the range of the airborne LiDAR data was aligned with
the training area in the Yuhu Urban dataset. After the LIDAR data in the training region
were segmented using a roof point cloud segmentation method based on height and fitted
plane constraints, the results of the building roof point cloud labels and other background
class labels were obtained as shown in Figure 12. In Figure 12b, points in RGB represent
extracted building roof point label, black points represent background label.

(b)

Figure 12. The result of extraction roof point cloud. (a) Original point cloud data. (b) Building point

cloud classification results.

By projecting the roof point cloud classification results onto the plane, a weak sample
of the building is obtained and its comparison with the real sample is shown in Figure 13.
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(b) (c)

Figure 13. Results of generating weak samples of buildings using roof point cloud. (a) Image
data from the LiDAR region. (b) Real sample from the LiDAR region. (c) LiDAR classification of
weak sample.

In this paper, the building roof classification method based on height and fitted plane
constraints used achieves only 59.7% of mIoU for building classification. Combining the
analysis of the original point cloud and the classification result, it can be seen that due to
the incomplete scanning of the LiDAR instrument and the lack of recognition capability
of the extraction algorithm, a large area of high-rise buildings in the lower left corner
failed to generate a more complete weak sample, which resulting in a lower accuracy of the
classification. Furthermore, in the actual urban scenes, different types of roofs are connected
to each other, and the classification of different roofs by height will lead to the classification
of roofs belonging to the same building type into two types, so that the generated weak
samples will be different from the real samples, resulting in the confusion of two different
types of buildings.

In this paper, the classification results of LIDAR data with limited accuracy are used
as training weak samples, and the classification accuracy results of the test area of Yuhu
urban dataset are output. In addition, to address the accuracy quality of LIDAR weak
samples, this paper proposes an optimal iterative strategy to improve the accuracy of weak
sample training.

4.3.2. Weak Sample Generation Method Based on Test Area Image

With the small sample size of the Yuhu Urban dataset, the model is only able to learn
to acquire features for a small number of samples, and the samples of each type of feature
have a greater impact on the model training. The weak samples reduce the completeness
and accuracy of the real samples in the small sample area, making the model less capable of
learning the differential features of each type of feature, and the model is unable to achieve
accuracy similar to the real sample test results without manually adding real samples. In
order to further verify the applicability of the weak sample iterative optimisation strategy,
under the condition that the sample size of the weak samples is sufficient, in this section,
experiments on a sample optimisation strategy based on weak samples of images are
conducted in the XXURB dataset. The XXURB dataset has a large regional scope and
sufficient sample size for training samples. Considering the possible quality problems of
the weak samples of LiDAR classification results, this dataset chooses to obtain the weak
samples from the model test results of the images.

The result of the semantic segmentation of weak samples in the two training regions
are shown in Figure 14.



Remote Sens. 2023, 15, 4432

17 of 24

(b) (d)

Figure 14. Results of building weak sample generation based on image data. (a) Original image of
Rjy. (b) Weak sample of Rj. (c) Original image of U,. (d) Weak sample of U,.

Table 3 shows the weak sample accuracy results for the two training regions. The
mlol of the weak sample in the two training regions is close to 80%, which is a substantial
improvement in both sample size and sample accuracy compared to the Yuhu Urban
dataset, and can be used to discuss the applicability of the weak sample optimisation
strategy, when the weak sample has good quality.

Table 3. Accuracy evaluation of experimental results on the XXURB dataset.

Test Area Background Building mlolU OA
Ry 85.9% 72.1% 79.0% 89.7%
U, 87.7% 73.7% 80.7% 90.8%

4.4. Results of Building Classification Based on Weak Sample Optimization Strategy

Based on the weak samples generated, the weak sample optimization strategy was
used to optimize the experimental analysis of two datasets, and compare the differences in
test results produced by the two weak sample before and after optimisation.

4.4.1. Results of an Optimization Strategy Based on Point Cloud Weak Sample

Table 4 shows the classification result accuracy of the FDTNet model for the test region
Ty, when the manually labelled samples and the LiDAR weak samples from the R; region
are used as the training set respectively. Among them, the test mIoU reached 64.9%, when
manually labelled real samples were used as the training, compared to the fully supervised
classification results in Section 4.2.1, when real samples from both training regions were
used as the training at the same time, there was a 5.9% difference in the test mIoU. This
result indicating that the FDTNet semantic segmentation model still needs a large number
of accurately real labelled samples to improve the accuracy of the model classification.

Table 4. T; Test accuracy of FDTNet when training 10% real sample area ().

High-Rise Low-Rise
Sample Type Background Building Building mloU OA
Real sample 76.5% 63.8% 54.5% 64.9% 79.9%
LiDAR weak sample 66.1% 54.3% 45.6% 55.3% 70.7%

In Table 5, the model classification results for the T} are shown, when using LiDAR
weak samples from the real training region (R;) and the unlabelled sample region (U;) as
the training set, with or without the weak sample optimisation strategy. As seen in the table,
when LiDAR weak samples from both training regions are used as training, compared to
the LIDAR weak sample test results from R; in Table 4, there is a 3.4% improvement in
test accuracy, and the results indicate that the increase in the amount of weak sample data
can improve the test accuracy. In this paper, the applicability of the semantic segmentation
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model to weak samples is analysed by comparing experiments with the UNet model
and the FDTNet model. After using FDTNet as the semantic segmentation model for
optimisation, the mIoU is improved by 1.9%, which verifies the effectiveness of the iterative
optimisation strategy for LIDAR weak samples in improving the accuracy of the model.
While the optimisation using the UNet model only improves by 1.0%, the results indicate
that FDTNet is more suitable for the iterative optimisation strategy for weak samples than
the UNet model.

Table 5. Comparison of T test accuracy before and after 50% LiDAR weak sample iterative optimization.

High-Rise Low-Rise
Method Background Building Building mlolU OA
FDTNet 66.6% 58.6% 50.9% 58.7% 74.9%
FDTNet (after optimization) 69.5% 59.1% 53.3% 60.6% 76.5%
UNet 64.5% 49.9% 29.6% 48.0% 67.9%
UNet (after optimization) 65.8% 52.6% 28.6% 49.0% 69.4%

In summary, the accuracy results from the two tables show that an increase in the
amount of data from either real or weak samples leads to an increase in test accuracy.
However, there was a difference in the magnitude of the lift between the two, with a 2.5%
difference between the weak sample and the true sample, because the classification results
from LiDAR data do not achieve the accuracy of a real sample. Weak samples produced
by LiDAR classification not only have partially accurate samples of classified patches, but
also have misclassified patches interfering with the model’s accurate perception of the
building, thus affecting the test accuracy result. Therefore, this paper proposes an iterative
optimization strategy for the weak samples of buildings, by comparing the self-training
self-test results of the weak samples with the real samples, and obtaining the spots with
correct model cognition in the weak sample results as samples for retraining. The semantic
segmentation accuracy is improved by reducing the cognitive interference with the model
from the wrong sample in the weak sample of LiDAR data.

4.4.2. Results of an Optimization Strategy Based on Image Weak Sample

Table 6 shows the T, classification results of the FDTNet model in the XXURB dataset,
when the manually labelled samples and the image weak samples of the are used as the
training respectively. The of the test region reaches 80.6%, when the image weak samples
are used as the training, which is only 2.4% different from the test result of the real samples.

Table 6. T, Test accuracy of FDTNet when training 10% real sample area ().

Sample Type Background Building mloU OA
Real sample 91.3% 74.7% 83.0% 93.1%
Image weak sample 89.0% 72.2% 80.6% 91.5%

In Table 7, the classification results of the FDTNet model on T, with and without the
weak sample optimisation strategy are shown, when using weak samples of images from
R; and U, as the training. The test mIoU improves by 1.5%, reaches 82.1%, when adding
the weak samples from the 25% occupied R; region as training, compared to only the weak
samples from the 25% occupied U, region as training, however, compared to the test mlol
when using real samples from 25% of the real sample area as training, there was a 0.9%
drop. The results again validate that, adding weak samples allows the model to acquire
more training features, but the incorrect classification patches carried in the weak samples
affect the model’s ability to learn the correct sample features, resulting in weaker sample
test classification results than the real samples.
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Table 7. Comparison of T, test accuracy of FDTNet, when using different sample.

Sample Type Background Building mlolU OA

Weak sample 90.0% 74.2% 82.1% 92.2%
Weak sample (after optimization) 90.7% 74.6% 82.7% 92.7%

Real sample 91.4% 75.8% 83.6% 93.2%

In order to eliminate the error patches in the weak samples and thus improve the
classification accuracy of the weak samples, this paper applies a weak sample iterative
optimization strategy to the image weak samples. By comparing the image weak samples
with the real samples in Ry, eliminating the error sample patches, and iteratively optimising
the weak samples in Ry, the weak samples in U are indirectly optimised by the self-training
self-testing method, so that the weak samples in the two training regions of the building
reach the optimal iterative accuracy, and finally the optimal model training parameters
generated by the iterative weak samples are used for the final test.

The accuracy of T; is similarly shown in Table 7. Compared to before the iterative
optimization, the optimized mIoU improved by 0.6%, reaches 82.7%, and the difference in
mlol was less than 1% compared to the fully supervised classification results with 50% of
the real samples from the training regions.

5. Discussion

In the LiDAR point cloud weak sample iterative optimization experiments, although
the iterative optimization strategy improved the test accuracy of the building semantic
segmentation model, when using exclusively LIDAR weak samples as training region, but
the final optimised test accuracy still falls short of the test accuracy of the real samples. This
section discusses the main reason, why the test accuracy of the LIiDAR weak samples is
much lower than that of the real samples in the building classification experiments for the
Yuhu Urban dataset.

The first factor considered in this paper is, the uncertainty of weak samples in the U
during each iteration, which affects the final optimization accuracy.

So, we added the U, area’s real samples to the optimisation iteration process, i.e., the
weak samples from the two training region datasets were simultaneously optimised with
their real samples. And the test accuracy evaluation results obtained are shown in Table 8,
where the “FDTNet (after optimization+)+” in the table represents the addition of the real
samples from Uj to the comparison iteration. As can be seen from Table 8, the U of all
kinds of buildings are dropped. Overall, whether or not the real samples of the were added
did not have an impact on the classification of the T7.

Table 8. Applicability of real samples from U; to weak sample.

High-Rise Low-Rise
Method Background Building Building mloU OA
FDTNet (after optimization) 69.5% 59.1% 53.3% 60.6% 76.5%
FDTNet (after optimization+) 69.2% 57.9% 53.2% 60.1% 76.5%

After excluding the influence of the weak sample iterative optimisation strategy and
the semantic segmentation model used on the applicability of the weak samples, the main
influence is that the LIDAR weak sample data lacks the key feature samples that can identify
and distinguish between classes of buildings compared to the real samples.

The classification mloU for LIDAR buildings (roof point cloud) in Section 3.3.1 was
only 59.9%. As shown in Figure 15, the roof of the high-rise building in the lower left
region of the image was never correctly classified throughout the weak sample optimisation
method process.
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(a) | (b)

(e)

Figure 15. Comparison of changes in weak samples during iterative optimization. (a) Ry area image.

(b) R; area real sample. (c) Rj area weak sample. (d) Correct sample after one iteration. (e) Correct
sample after final iteration.

Due to the lack of building samples and their features in the figure, so that the
subsequent model cannot learn the features of such high-rise buildings. And the wide
distribution of such buildings in the test area, the model cannot learn their features when
training, thus resulting in the low classification accuracy of high-rise buildings in the test
area. Therefore, the accuracy and completeness of the LiDAR weak sample labels are
the main reasons affecting the accuracy of the iterative optimization algorithm. When
the LIDAR weak samples of typical features are insufficient, the semantic segmentation
accuracy of the model decreases significantly, and the test accuracy of the model cannot
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approach the test accuracy of the real samples, regardless of whether the subsequent
iterative optimization strategy is used.

In contrast, the classification accuracy of the weak sample in the XXURB dataset
reached 80%, and the weak training sample size was sufficient, so the difference between
the weak sample test accuracy of the model and that of the real sample was less than 1%.
This result demonstrates that when there are sufficient key features in the weak samples,
the test accuracy of the optimised weak samples can be iterated to be close to that of
the real samples, and further demonstrates the applicability of the weak sample iterative
optimisation strategy proposed in this paper.

6. Conclusions

In this paper, a semi-supervised learning model framework is proposed to alleviate
the problem that, building semantic segmentation models require a large number of real
samples to achieve good classification accuracy. Firstly, the method of generating weak
samples based on airborne LiDAR point cloud data and image data can effectively reduce
the time cost of manually annotating samples; Secondly, the weak sample iterative optimi-
sation strategy proposed in this paper can improve the testing accuracy of the semantic
segmentation model, when weak samples are selected as training samples, with 1.9% and
0.6% mIoU improvement on two building datasets respectively; Finally, the paper discusses
the impact of the quality of the weak samples on the accuracy of the model tests. It is
concluded that when the initial accuracy of the weak sample is good and there are sufficient
key features in the weak sample, the gap between the test accuracy of the weak sample,
i.e., the test accuracy of the weak samples after using the iterative optimization strategy
is close to the real samples. In this paper, we propose a building weak sample genera-
tion and optimization strategy that reduces the time cost of a large number of manually
labelled samples, under the condition that the amount of weak sample data is sufficient
and of good quality, and at the expense of a small amount of classification accuracy. The
method in this paper can be used instead of a fully supervised learning method with real
samples for semantic segmentation and extraction of buildings in high resolution remote
sensing images.

The weak sample generation and optimization strategy proposed in this study is
mainly used to simulate the implementation process of weakly supervised learning model.
However, the real weakly supervised model does not need to deal with the weak samples
separately. Instead, the labelled samples and unlabelled samples are directly input into
the weakly supervised model, and the optimized weak sample classification results are
automatically obtained through the generator, discriminator, discriminant loss function and
so on. Therefore, the next step is to design an end-to-end weakly supervised learning model
to automatically obtain weak samples of unlabelled data and output test classification
results. At the same time, multi-modal remote sensing data is introduced for weak sample
generation and multiple weak sample feature learning, which can further propose the
applicability of weak/semi-supervised classification models.
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