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Abstract: Accurate land cover classification (LCC) is essential for studying global change. Synthetic
aperture radar (SAR) has been used for LCC due to its advantage of weather independence. In
particular, the dual-polarization (dual-pol) SAR data have a wider coverage and are easier to obtain,
which provides an unprecedented opportunity for LCC. However, the dual-pol SAR data have a
weak discrimination ability due to limited polarization information. Moreover, the complex imaging
mechanism leads to the speckle noise of SAR images, which also decreases the accuracy of SAR
LCC. To address the above issues, an improved dual-pol radar vegetation index based on multiple
components (DpRVIm) and a new LCC method are proposed for dual-pol SAR data. Firstly, in the
DpRVIm, the scattering information of polarization and terrain factors were considered to improve
the separability of ground objects for dual-pol data. Then, the Jeffries-Matusita (J-M) distance and
one-dimensional convolutional neural network (1DCNN) algorithm were used to analyze the effect
of difference dual-pol radar vegetation indexes on LCC. Finally, in order to reduce the influence of
the speckle noise, a two-stage LCC method, the 1DCNN-MRF, based on the 1DCNN and Markov
random field (MRF) was designed considering the spatial information of ground objects. In this
study, the HH-HV model data of the Gaofen-3 satellite in the Dongting Lake area were used, and the
results showed that: (1) Through the combination of the backscatter coefficient and dual-pol radar
vegetation indexes based on the polarization decomposition technique, the accuracy of LCC can be
improved compared with the single backscatter coefficient. (2) The DpRVIm was more conducive
to improving the accuracy of LCC than the classic dual-pol radar vegetation index (DpRVI) and
radar vegetation index (RVI), especially for farmland and forest. (3) Compared with the classic
machine learning methods K-nearest neighbor (KNN), random forest (RF), and the 1DCNN, the
designed 1DCNN-MRF achieved the highest accuracy, with an overall accuracy (OA) score of 81.76%
and a Kappa coefficient (Kappa) score of 0.74. This study indicated the application potential of the
polarization decomposition technique and DEM in enhancing the separability of different land cover
types in SAR LCC. Furthermore, it demonstrated that the combination of deep learning networks
and MRF is suitable to suppress the influence of speckle noise.

Keywords: land cover classification; DpRVIm; MRF; synthetic aperture radar (SAR); deep learning;
feature combination

1. Introduction

Land cover classification (LCC) provides an important basis for global ecological
surveys and sustainable development studies. It also plays an essential role in the study of
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human–nature interactions [1,2]. With city expansion and forest area reduction, the land
cover changes rapidly [3,4]. Hence, timely and accurate LCC is one of the most-important
applications in satellite remote sensing [5–8].

SAR images have become an important data source to produce land cover maps by
virtue of their advantages of being independent of weather and having a wide swath [9,10].
The common polarization modes for SAR data are full-polarization, dual-polarization,
and single-polarization [11,12]. Although full-polarization mode is more beneficial for
extracting information, it has a higher data acquisition cost. Compared with fully polar-
ized SAR data, the dual-polarization (dual-pol) SAR data have wider coverage, but less
polarization information. Recently, due to the increasing availability of dual-pol SAR data,
they have been widely used in the field of SAR LCC [13,14]. However, the dual-pol SAR
data are relatively difficult to interpret not only for the coherent speckle noise, but also
for the small backscattering coefficient differences among different land cover types for
less polarization mode [15,16]. Therefore, researchers are widely concerned with how to
improve the accuracy of LCC for dual-pol SAR data [17,18].

One of the main challenges related to the exploitation of dual-pol SAR data in LCC is
how to mine features [19,20], which can improve the separability of land cover types [21].
Recently, some researchers used the scattering randomness of the vegetation structure to
calculate the radar vegetation index to enrich SAR features [22,23]. For example, Periasamy
(2018) devised the dual-pol SAR vegetation index (DPSVI) based on the backscatter coef-
ficient of σ0

HH and σ0
HV images [24]. Bhogapurapu et al. (2022) devised a new dual-pol

SAR vegetation descriptor, the DpRVIc, based on the co-polarized purity component of
the wave [25]. The polarization decomposition technique is an effective approach to ex-
tract polarization scattering characteristics, which is conducive to revealing the physical
mechanism of different land cover types [26–28]. Therefore, other researchers tried to
introduce the parameters extracted by polarization decomposition to calculate the radar
vegetation index [29,30]. Mandal et al. (2020) proposed a new vegetation index, the DpRVI,
from dual-pol SAR based on the degree of polarization and the eigenvalue spectrum [31].
However, these radar vegetation indexes are mostly used for biomass estimation [32], soil
moisture inversion [33], forest monitoring [34], crop growth monitoring [35], etc. Although
many vegetation indexes have been proposed and applied to vegetation monitoring, the
evaluation of different radar vegetation indexes in LCC is not sufficient, especially for dual-pol
data. In addition, the combination mode of the radar vegetation index and other information
sources for LCC, including digital elevation models (DEMs), still deserves discussion.

A robust and efficient classification model plays an important role in SAR LCC. Classic
machine learning algorithms are widely used in LCC [36–38], such as support vector
machine (SVM) [39], random forest (RF) [40], and the artificial neural network (ANN) [41].
Recently, deep learning methods have become an alternative choice for LCC due to their
excellent feature-extraction capabilities [42,43]. For example, Solórzano et al. (2021) used
U-Net for LCC and obtained higher accuracy for almost all land cover types compared to
RF [44]. He et al. (2020) proposed a PolSAR image classification algorithm based on fully
convolutional networks (FCNs), which showed excellent classification performance [45].
Mei et al. (2017) constructed a five-layer deep convolutional neural network (C-CNN) to
study its ability to learn features [46]. However, all of these methods are pixel-level, so
their accuracy is easily influenced by the speckle noise of SAR images. To suppress the
speckle noise, there are many suppression algorithms in the image preprocessing, such as
Lee filtering and Gamma filtering [47,48]. However, the problem of a low signal-to-noise
ratio still exists, which affects the accuracy of LCC, especially the pixel-level classification
algorithm. Therefore, the noise robustness is very important for the SAR LCC algorithm.

To deal with the land-cover-mapping task for dual-pol data, with the aim of high
precision, we propose an improved dual-pol radar vegetation index based on multiple
components (DpRVIm) and designed a new two-stage classification algorithm with Gaofen-
3 (GF-3). First of all, this study extracted the backscatter coefficient, polarization entropy,
and other features from the dual-pol (HH-HV) GF-3 data and proposed a new radar
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vegetation index based on them. Then, using the J-M distance and 1DCNN algorithm,
the influence of differential dual-pol radar vegetation indexes on LCC was analyzed,
and the best combination of features was obtained. Finally, a two-stage classification
structure approach combining the 1DCNN and MRF (1DCNN-MRF) was developed, to
take advantage of deep learning in feature mining and reduce the impact of coherent
speckle noise. The main contributions of this paper are as follows:

1. Deriving a new radar vegetation index based on multiple components from dual-
pol SAR data. The index, based on the acquisition of polarization information, also
takes into account the important influence of elevation on the land cover distribution,
which can improve the separability of different land cover types in the scenario using
dual-polarization data.

2. Proposing an effective SAR LCC method 1DCNN-MRF, in which the 1DCNN classifi-
cation result is fed into the MRF as the initial label. The method takes full account of
the spatial contextual information and has strong noise immunity, while retaining the
advantages of deep learning algorithms in feature mining.

To verify the efficiency of the method, GF-3 data under HH-HV polarization mode
were selected in this paper. The results showed that the proposed DpRVIm had better
separability compared with the classical dual-pol radar vegetation index. The 1DCNN-
MRF method proposed in this paper can obtain a better ground classification accuracy
compared with the classic pixel-based classification method, and the accuracy can reach
81.76%, which shows the broad application prospects of the method in the field of LCC.

2. Study Area and Data
2.1. Study Area

The research area is part of the Dongting Lake region (112◦31′19′′E–113◦34′1′′E,
28◦1′59′′N–29◦59′27′′N), as shown in Figure 1. It includes part of Honghu City, Changsha
City, and Yueyang City and is located on the border of Hunan Province. The elevation of
the study area ranges from 0 m to 772 m. There are mainly plains in the northwest of the
study area, while a large number of hills and mountains are distributed in the southeast.
The Dongting Lake region belongs to a humid continental monsoon climate with an aver-
age annual rainfall fluctuating around 1400 mm [49,50]. The region has many rivers and
abundant water resources. There is a diverse mix of land cover types in the study area,
which is suitable to carry out research on LCC. In this study, the types of ground objects
were divided into urban, water, farmland, and forest.
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2.2. Data and Preprocessing

GF-3 is a C-band (SAR) satellite launched by China, with a resolution range of 1–100 m
and 12 imaging modes, which can monitor land and sea in any weather conditions and ob-
tain reliable and stable high-resolution SAR images. In this paper, Fine Stripe II mode with
a resolution of 10 m was adopted. Furthermore, most current research on the application
of the dual-pol radar vegetation index is based on the VV-VH polarization mode, due to
the land response of the horizontally polarized transmission wave possibly being different
from that of the vertically polarized transmission wave, and the role of the features in the
HH-HV mode is less studied. Therefore, the HH-HV model was chosen in this paper to
further analyze the role of different features. The specific imaging parameters are shown in
Table 1.

Table 1. Parameters for GF-3.

GF-3 Parameters Values

Product type SLC
Imaging mode Fine Strip II

Polarization HH-HV
Resolution 10 m × 10 m

Band C
Pass direction Ascending

Time 11 June 2020

In this study, the international SAR data processing software PIE-SAR 6.3, which
was developed in China, was used to process the GF-3 data [51], specifically: (1) orbit
file application; (2) calibration; the backscatter amplitude information on the different
polarization channels was corrected according to the calibration constants in the header
file to obtain the backscatter coefficient for each pixel; (3) generate polarized covariance
matrix; (4) multi-looking; (5) refined Lee filtering; a 3 × 3 fine Lee filtering was used to
reduce the influence of speckle noise; (6) polarization decomposition; (7) range Doppler
terrain correction; (8) conversion of the backscatter coefficient from a linear to a dB scale;
(9) reprojection; (10) study area extraction.

The DEM is a raster digital elevation model obtained by processing remote sensing
images, which contain terrain information, which can be used to enrich the interpretation
angle of ground objects. The DEM data used in this paper were SRTM v3.0, which has a
resolution of 30 m and needs to be resampled to 10 m [52].

2.3. Sample Making

The quantity and quality of samples will affect the LCC accuracy [53,54]. In this
study, the land cover samples were made by means of geographical knowledge and visual
interpretation. There was a certain degree of cloud coverage in the optical images of the
same period, so the optical image dated 12 May 2020 was chosen as the reference data
source to help label the samples in this paper. High-resolution remote sensing imagery
from Google Earth was used as a secondary data source to correct the samples from areas
where the land cover type changed due to temporal inconsistencies. In order to ensure the
objectivity of sample selection, a number of representative patches were selected evenly
and randomly. Moreover, three interpreters completed the process of visual interpretation
independently. When the samples were labeled as different types, the final type of these
samples was determined through discussion [55].

The ground objects in the study area were divided into four types: urban, water,
farmland, and forest. The existing land cover data for Hunan Province, where the study
area is located, had a small proportion of grassland at 0.6%, so there was no separate
classification for this category. The position of the land cover samples is shown in Figure 2.
The selected 1359 sample patches contained a total of 506,575 pixels. In this study, 50% of
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them were randomly selected as training samples and the remaining 50% as test samples.
The parameters of the samples are shown in Table 2.
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Table 2. Samples of main ground object types in the study area.

Label Type Number of
Parcels

Total Number of
Pixels

Number of Training
Samples

Number of Test
Samples

1 urban 82 32,494 16,247 16,247
2 water 42 94,381 47,190 47,191
3 farmland 725 140,831 70,415 70,416
4 forest 510 238,869 119,434 119,435

Total 1359 506,575 253,286 253,289

3. Methodology
3.1. Overview

The flow chart of this study on the LCC model is shown in Figure 3. After data
collection and preprocessing, the LCC method was mainly divided into three steps. In Step
1, the backscatter coefficients σ0

HH and σ0
HV were extracted, and the DpRVIm was designed

and proposed. In Step 2, the J-M distance analysis was performed for each land cover type
to select the optimal set of features, and the DpRVIm was analyzed in comparison with the
classic radar vegetation index. In Step 3, a new classifier, the 1DCNN-MRF, was designed
for LCC and compared with classic machine learning methods such as RF, KNN, and the
1DCNN, giving quantitative and qualitative evaluations.
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3.2. Vegetation Index of Dual-Polarization Radar Based on Multiple Components

Using SAR backscatter coefficient features alone is no longer sufficient to obtain
high-precision LCC [56]. In this study, a new radar vegetation index based on the multi-
component DpRVIm is proposed. The DpRVIm not only allows for the scattering informa-
tion of polarization and the eigenvalue spectrum, which are used in the DpRVI, but also
combines polarization entropy and terrain information. The expression of the DpRVIm is
shown in Equation (1).

DpRVIm = (1−mβ)×DEM× sqrt(H) (1)

where (1−mβ) can well characterize the scattering from random targets, including the po-
larization and eigenvalue spectrum of the scattering information [31]. m is the polarization
degree, which is equivalent to the scattered wave anisotropy in dual-pol SAR. It quantifies
the relative strength between the first and second dominant scattering mechanisms. β
was introduced as the dominant modulation in the scattering mechanism. m and β were
calculated as Equations (2) and (3).

m =
λ1 − λ2

λ1 + λ2
(2)

β =
λ1

λ1 + λ2
(3)



Remote Sens. 2023, 15, 3221 7 of 19

where λ1 and λ2 are the normalized eigenvalues from the 2 × 2 covariance matrix C2. C2 is
calculated using Equation (4).

C2 =

[
C11 C12
C21 C22

]
=

 〈|SHH |2
〉 〈

SHHS∗HV
〉

〈SHVS∗HH〉
〈
|SHV |2

〉  (4)

where the superscript ∗ denotes the complex conjugate and 〈· · · 〉 denotes the spatial
average over a moving window [31]. This moving window refers to a similar small square
pixel block with a certain margin centered on the pixel, and we chose the window size of
5 × 5.

H is the polarized entropy, which characterizes the degree of randomness of the
different ground objects. When the value of H is high, the scattering of the target object
becomes random noise completely. H is calculated using Equation (5).

H = −
n

∑
i=1

Pi logn | Pi (5)

where Pi = λi/
n
∑

i=1
λi is the probability of the occurrence of each scattering mechanism and

λi(i = 1, 2, . . . n) represents the eigenvalue of the intensity of this scattering mechanism.
The DEM uses digital elevation data. Topographic relief can affect the distribution

of ground objects, and the topographic information contained in the DEM can increase
the degree of separation between land types, such as farmland in sloping areas and forest
in flat areas. Therefore, the DEM was introduced into the DpRVIm, which can be used to
increase the angle of interpreting different ground objects.

Moreover, in order to verify the problems of existing vegetation indexes, the classic
indexes, the RVI [57] and DpRVI [31], were chosen in this paper. Their calculation formulae
are shown in Table 3.

Table 3. Formulae of RVI and DpRVI.

RVI DpRVI

4σ0
HV

σ0
HH+σ0

HV

λ1(λ1−λ2)

(λ1+λ2)
2

3.3. J-M Distance Analysis

In order to fully take advantage of the various features and avoid the interference
of ineffective or negative features, we analyzed and filtered the features to derive the
optimal feature combinations. After obtaining all the features, we combined them into
four feature combinations: the backscatter coefficient, the backscatter coefficient and the
RVI, the backscatter coefficient and the DpRVI, and the backscatter coefficient and the
DpRVIm. In order to select the feature combination that can better accomplish LCC, the J-M
distance analysis method, as shown in Equation (6), was used to analyze the separability of
different feature combinations [58,59].

Dij =

{
w

x

[√
P(x/ωi)−

√
P(x/ωj)

]2
dx

}0.5

(6)

where Dij represents the separability index of the current feature class i and class j and
P(x/wi) and P(x/wj) represent the conditional probability density of feature x belonging
to class i and class j, respectively.
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The range of Dij was 0–2. It is generally believed that when Dij exceeds 1.9, the sample
features between classes i and j have good separability; when Dij is less than 1.5, the sample
features between classes i and j are moderately separable; when Dij is less than 1, the
sample features between classes i and j are not separable.

3.4. Two-Stage Classification Structure Design

In this study, a two-stage LCC method combining the 1DCNN model and the MRF
model was designed. The flow chart of this method is shown in Figure 4. The 1DCNN
model has better mining and learning ability for feature information and can apply image
features to further improve the quality of LCC. However, the classification of the 1DCNN
model is pixel-based, and its results are highly susceptible to the influence of the coherent
speckle noise factor of SAR images, which leads to more fragmented land cover type recog-
nition and affects the classification effect. Therefore, in order to reduce the effect of coherent
speckle noise, the 1DCNN algorithm was only used to obtain the initial classification result.
Then, the initial land cover labels obtained by the 1DCNN and the PCA of features based
on dual-pol (HH-HV) data were used as the input of the MRF model to obtain the final
land cover map.

Remote Sens. 2023, 15, x FOR PEER REVIEW 9 of 21 
 

 

 
Figure 4. The flow chart of the two-stage land cover classification model, the 1DCNN-MRF, which 
is composed of the 1DCNN and MRF. 

3.4.1. 1DCNN 
As a classic deep learning method, the 1DCNN model includes a convolution module 

for feature extraction and a classification module for target recognition. In this paper, the 
designed 1DCNN model contained three one-dimensional convolutional layers. In order 
to reduce the dimensionality of the local output data of the network, increase the receptive 
field, and improve the generalization ability of the network structure, a max-pooling layer 
and a batch normalization layer were added after the convolutional layer. Finally, the one-
dimensional feature was used as the input data of the fully connected layer for the classi-
fication. The fully connected layer used the activation function “softmax” for the multi-
classification and divided the data into four classes. 

Three convolutional layers of the model were set with convolutional kernel sizes of 
7, 5, and 3, and the number of feature extractors was 32, 64, and 128, respectively. Accord-
ingly, the pooling window size was 2. The feature was fed to the classification module, 
and then, the preliminary classification result was obtained from the fully connected layer. 

3.4.2. MRF 
The classification result of 1DCNN was fed into the MRF model as the initial label to 

form the label field, and the original data were normalized to generate the feature field. 
Um(f) (Equation (7)) is the feature field energy, which was used to describe the energy 
value of a pixel belonging to a certain class in the feature field. 

Figure 4. The flow chart of the two-stage land cover classification model, the 1DCNN-MRF, which is
composed of the 1DCNN and MRF.

3.4.1. 1DCNN

As a classic deep learning method, the 1DCNN model includes a convolution module
for feature extraction and a classification module for target recognition. In this paper, the
designed 1DCNN model contained three one-dimensional convolutional layers. In order to
reduce the dimensionality of the local output data of the network, increase the receptive
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field, and improve the generalization ability of the network structure, a max-pooling layer
and a batch normalization layer were added after the convolutional layer. Finally, the
one-dimensional feature was used as the input data of the fully connected layer for the
classification. The fully connected layer used the activation function “softmax” for the
multi-classification and divided the data into four classes.

Three convolutional layers of the model were set with convolutional kernel sizes of 7,
5, and 3, and the number of feature extractors was 32, 64, and 128, respectively. Accordingly,
the pooling window size was 2. The feature was fed to the classification module, and then,
the preliminary classification result was obtained from the fully connected layer.

3.4.2. MRF

The classification result of 1DCNN was fed into the MRF model as the initial label to
form the label field, and the original data were normalized to generate the feature field.
Um(f ) (Equation (7)) is the feature field energy, which was used to describe the energy value
of a pixel belonging to a certain class in the feature field.

Um( f ) =
ln σ2

m
2

+
(Xi − um)

2

2σ2
m

(7)

where m represents the label number and Xi represents the value of a pixel in the feature
field. um is the mean value of pixels belonging to category m, and σ2

m is the variance of
pixels belonging to category m. um and σ2

m are calculated using (8) and (9).

um =
∑n

i=1 Xi

n
(8)

σ2
m =

n

∑
i=1

(Xi − um)
2

n− 1
(9)

Um(m) (Equation (10)) is the label field energy, which was used to describe the energy
value of a pixel belonging to a certain class in the label field.

Um(m) = βn(xm) (10)

where β is the potential energy parameter and n(xm) is the number of pixel labels in the
neighborhood that are not the same as category m. The neighborhood of a pixel is the
eight pixels points around it, also called the eight-neighborhood.

Finally, the total energy (Equation (11)) of the feature fields and label fields was calculated.

Um(total) = Um( f ) + Um(m) (11)

The total energy of each pixel belonging to each class was calculated to obtain the
class with the minimum energy, and the label field was updated using the minimum
energy principle.

4. Result

In this section, firstly, we obtained the numerical distributions of the backscattering
coefficient, RVI, DpRVI, and DpRVIm for the four types of land cover: urban, water,
farmland, and forest. Secondly, the J-M distance and 1DCNN algorithm were used to
analyze the effects of different indexes on LCC and obtain the optimal feature combination.
Finally, the classification results of the 1DCNN-MRF were compared with the 1DCNN,
KNN, and RF.
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4.1. Analysis of Separability of Features
4.1.1. Value Distribution of Features

The values of the samples were used to generate the average value change curves of
each feature for different land cover types, as shown in Figure 5. In the numerical distri-
bution of the backscatter coefficient, water had a low backscatter coefficient (Figure 5a,b),
which was easier to separate from the other three land types. In addition, the backscatter
coefficients of farmland and forest were relatively close to each other, which meant that
it was more difficult to distinguish them. As shown in the distribution of the RVI values
(Figure 5c), the RVI values of farmland and forest were close to each other, which was still
difficult to distinguish, while the types water and urban remained well separable. The
distribution of the DpRVI (Figure 5d) values showed a slight increase in the gap between
forest and farmland, indicating that forest was easier to distinguish from farmland in the
DpRVI compared to the previous three features. The mean values of the DpRVIm (Figure 5e)
for different land types were highly variable, with forest being significantly higher than
the other three land types. Influenced by the scattering characteristics of the ground, the
difference in the values of the DpRVIm between urban and farmland was slightly smaller,
while a similar phenomenon also existed in the distribution of the DpRVI. In conclusion, in
terms of the numerical distribution, the backscatter coefficient and RVI were advantageous
in water and urban extraction, and the DpRVI and the DpRVIm based on polarization de-
composition increased the perspective of analyzing ground objects, with better separability
between farmland and forest.
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4.1.2. J-M Distance of Different Feature Combinations

In order to analyze the degree of separability of different feature combinations for
different land types, we set up four groups of feature combinations. The J-M distances of dif-
ferent land cover types in each feature combination were calculated based on Equation (6).

Figure 6 shows the J-M distances of each feature combination. Among the four groups
of feature combinations, the combination of the backscatter coefficient was well distin-
guished water, while it did so weakly for other land types. Except for water, the J-M
distances of other types were all below 1.5, especially for farmland and forest, where the
J-M distance was close to 0.5, which means they were hard to separate. After combining the
RVI and the DpRVI with the backscattering coefficient, the separability of each land type
improved, but the J-M distance between farmland and forest remained below 0.6. After
combining the DpRVIm with the SAR backscattering coefficient, the J-M distance values
improved for all land types. Specifically, the J-M distance between farmland and forest was
obviously enhanced, compared to the RVI and DpRVI. From the result of the J-M distances,
the combination of the backscattering coefficient and DpRVIm can effectively enhance the
separability of different land cover types. The next step was to further verify the validity of
the feature combinations by the classification algorithm.
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4.2. LCC Results Based on Different Feature Combinations

In this section, the quantitative evaluation and the qualitative evaluation of the classi-
fication results are presented. The evaluation metrics used in this paper were the overall
accuracy (OA), producer’s accuracy (PA), user’s accuracy (UA), and Kappa value. The clas-
sification accuracy of the LCC results obtained from different feature combinations based
on the 1DCNN method is shown in Table 4. The σ0

HH + σ0
HV + DpRVIm feature combination

had the highest accuracy with an OA value of 80.97% and a Kappa value of 0.73, which
improved the OA by 3.5% and the Kappa by 5% compared to the σ0

HH + σ0
HV + DpRVI com-

bination. The lowest precision was the σ0
HH + σ0

HV + RVI feature combination with the OA
value of 71.23% and the Kappa value of 0.59, which was almost the same as the precision
index of the σ0

HH + σ0
HV feature combination. Through the combination of the backscatter co-

efficient and index based on the polarization decomposition technique, the accuracy of LCC
was improved for multiple types compared to the feature combination using the backscatter
coefficient alone. In terms of different land cover types, each feature combination showed
high accuracy in classifying water, which was related to the scattering characteristics of
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SAR. In the two feature combinations σ0
HH + σ0

HV + DpRVI and σ0
HH + σ0

HV + DpRVIm, the
accuracy of the farmland and forest types significantly improved.

Table 4. Classification accuracy evaluation of feature combinations.

Urban Water Farmland Forest OA (%) Kappa

σ0
HH + σ0

HV
PA 0.75 0.92 0.51 0.86

72.52% 0.6112UA 0.88 0.98 0.76 0.57

σ0
HH + σ0

HV + RVI
PA 0.72 0.91 0.46 0.89

71.23% 0.5933UA 0.91 0.99 0.76 0.55

σ0
HH + σ0

HV + DpRVI
PA 0.79 0.91 0.60 0.89

77.34% 0.6784UA 0.92 0.99 0.80 0.63

σ0
HH + σ0

HV + DpRVIm
PA 0.80 0.92 0.63 0.96

80.97% 0.7298UA 0.95 0.99 0.85 0.68

Note: The highest values are in bold.

After the quantitative assessment using the samples, the classification results using
different feature combinations were compared with the Sentinel-2 optical images of similar
dates to perform a qualitative evaluation of the whole study area. Figure 7a shows the
classification results obtained from different feature combinations. It can be seen that the
water in all combinations was classified well. This was mainly due to the weak scattering
intensity and flat surface of the water, so it was possible to distinguish the water well
by using only the combination σ0

HH + σ0
HV. The result of the σ0

HH + σ0
HV + RVI feature

combination (Figure 7a(iii)) was closer to that of the σ0
HH + σ0

HV combination (Figure 7a(ii));
both of these combinations had some misclassification of farmland and forest. After the
introduction of the DpRVI or DpRVIm, the misclassification of farmland and forest was
reduced, among which the DpRVIm had a better effect.

Figure 7b shows the enlarged classification results of the study area, in which Flat
Area A, Undulating Transition Area B, and Mountainous Area C were selected as repre-
sentative regions. As seen in Flat Area A in Figure 7b, comparing with σ0

HH + σ0
HV, the

σ0
HH + σ0

HV + DpRVI feature combination reduced a part of the misclassification of farm-
land and urban, but some farmland was still wrongly classified as forest. This phenomenon
was improved after adding the DpRVIm. From Undulating Transition Area B in Figure 7b,
it can be seen that, after adding the DpRVI or DpRVIm, the farmland misclassified as forest
was correctly identified, and the phenomenon of farmland omission improved. As can be
seen from High Mountain Area C in Figure 7b, after adding the DpRVIm, it was closer to
the actual visual interpretation results compared with the other three feature combinations.

Overall, the σ0
HH + σ0

HV + DpRVIm combination had the highest accuracy. This was
because the backscatter coefficient of farmland and forest were similar in the single temporal
SAR image, so it was difficult to distinguish them only using the σ0

HH + σ0
HV combination.

The DpRVIm introduced polarization entropy and elevation information based on the
combination of scattered wave information, which could interpret ground objects from
multiple dimensions and eventually improve the mapping performance.

4.3. Algorithm Classification Results and Analysis

The optimization feature combination was obtained according to the numerical dis-
tribution analysis, J-M distance analysis, and 1DCNN classification results’ validation.
However, the 1DCNN is a pixel-based classification method and is easily affected by
speckle noise, which results in fragmentation. Therefore, the 1DCNN-MRF classifier was
built for LCC, and the RF, KNN and 1DCNN models were selected for comparation.
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The classification results of these different algorithms are shown in Table 5. As a classic
machine learning method, RF had a good effect on the image classification, but its accuracy
was slightly lower compared with the other three methods. In particular, the OA value
was 79.46%, and the Kappa value was 0.71. The results of the KNN classification were
almost equal to the 1DCNN, with 80.78% for the OA and 0.73 for Kappa. The accuracy
of the 1DCNN was slightly lower than the 1DCNN-MRF, with an OA of 80.97% and a
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Kappa of 0.73. The 1DCNN-MRF model had the best accuracy, with a 1% improvement
in the OA and a 1.2% improvement in the Kappa compared with the 1DCNN classifier
alone. Its OA score was 81.76% and Kappa score 0.74. In terms of different land cover
types, urban and water had the highest accuracy in the 1DCNN-MRF. The farmland class
in the 1DCNN-MRF showed a higher UA and lower PA, which meant that, when the
commission errors of farmland decreased, the omissions errors slightly increased. In other
words, the 1DCNN-MRF was more advantageous than the 1DCNN in the identification
of the farmland class. Whether in terms of overall accuracy or category accuracy, the
1DCNN-MRF showed better performance.

Table 5. Accuracy evaluation for different classifiers.

Urban Water Farmland Forest OA (%) Kappa

RF
PA 0.82 0.91 0.66 0.87

79.46% 0.7080UA 0.87 0.99 0.79 0.68

KNN
PA 0.79 0.90 0.64 0.95

80.78% 0.7268UA 0.95 0.99 0.84 0.68

1DCNN
PA 0.80 0.92 0.63 0.96

80.97% 0.7298UA 0.95 0.99 0.85 0.68
1DCNN-

MRF
PA 0.85 0.93 0.62 0.98

81.76% 0.7418UA 0.96 0.99 0.89 0.67

Note: The highest values are in bold.

The LCC results using the different methods are shown in Figures 8 and 9. Figure 9
is an enlarged view of some areas in Figure 8. According to Figure 8, the RF, KNN,
and 1DCNN models showed a fragmented distribution of urban and forest, while this
phenomenon improved in the 1DCNN-MRF, and the phenomenon of the misclassification
of farmland and water improved in the northern and central part of the study area. As can
be seen from Figure 9, the RF method was affected severely by speckle noise, and there
were many misclassifications between farmland and forest. The classification results of
KNN and the 1DCNN were relatively close, but still suffered from speckle noise, which
slightly improved compared to RF. The 1DCNN-MRF method proposed in this paper had
the best effect compared with the other classifiers and was consistent with the results of the
visual interpretation of the optical images. It kept the details of the land cover types well
and improved the fragmentation phenomenon.
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5. Discussion
5.1. DpRVIm

Many existing satellites provide dual-pol mode data, which contained less informa-
tion compared to full-pol mode. In the case of relatively few available features, many
researchers have enriched the features by extracting vegetation indexes. Currently, the
existing vegetation indexes are widely used in research areas such as crop monitoring [35],
forest monitoring [34], and soil moisture inversion [33]. To study the efficiency of the
DpRVIm in LCC, the DpRVI [31] and RVI [57] were chosen for the comparative experimen-
tal analysis. In this research, the degree of separability of most different land types was
low, except water, when using only single temporal backscatter coefficient features. After
introducing the classical index, the DpRVI, the accuracy slightly improved for all land
cover types compared to introducing the RVI or using only the backscatter coefficient.

In this paper, the DpRVIm was proposed based on the DpRVI, polarization entropy,
and DEM. DpRVIm improved the situation in which forest and farmland are prone to mis-
classification and omission. It can be reasoned that the polarized entropy will characterize
the degree of randomness of the different ground objects, and the DEM is an important
feature factor, which had a significant impact on the distribution of natural vegetation, farm-
land, urban, and water. In general, although both the DpRVI and the proposed DpRVIm
can improve the accuracy of LCC, the introduction of the proposed DpRVIm had higher
accuracy. After analyzing the reasons, both of them were presented with polarization
decomposition, which indicated polarization decomposition is advantageous in LCC. This
also showed that the combination of the polarization entropy and DEM was helpful to
enhance the separability of different ground land objects.

Moreover, the study was limited to single temporal data. In fact, different vegetation
has different phenological periods. Therefore, with the multi-temporal data, the vegetation
index and scattering coefficients had a more complete response to the feature changes in
different periods, which indicated that the DpRVIm also had advantages in multi-temporal
data classification.

5.2. Comparative Analysis of Different Classification Methods

Machine learning algorithms have a crucial impact on the results of classification [60].
The classical pixel-based machine learning algorithms, RF, KNN, etc., have a wide range
of applications in LCC [61,62]. In order to show the results of the proposed 1DCNN-MRF,
the classical machine learning algorithms, RF, KNN, and the 1DCNN, were selected for
comparative analysis. The results of the experiments showed that the effect of the 1DCNN-
MRF was better than that of the machine learning methods, RF, KNN, and the 1DCNN.
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The classification results obtained by RF, KNN, and the 1DCNN all showed scattered
fragmentation. This was because these methods are pixel-based classification, which can
be affected easily by the speckle noise in SAR images. The 1DCNN-MRF alleviated the
common problems caused by speckle noise and showed good classification accuracy for
almost each type of land cover. For example, the omission error of the farmland increased
slightly, and the commission error decreased accordingly. This was because the MRF
algorithm was affected by the neighboring ground label field, while some of the farmland
in the study area was fragmented, and the data had a low resolution of 10 m, leading to
an increase in the omission error of more than 1%; however, the misclassification error
phenomenon was reduced effectively at the same time. The MRF took into account the
spatial information by calculating the energy of the feature field and label field to obtain
the total energy. When the total energy was larger, this meant that the type of pixel was less
likely to be the same as the neighboring ones, and the pixel that was misclassified would
be corrected by the principle of the minimum energy.

The pixel-level classification methods play an important role in LCC [63], and the
coherent speckle noise of SAR is also a problem that cannot be ignored [64]. The current
research is more concerned with optimizing the network structure for SAR image despeck-
ling [65,66]. The proposed method, the 1DCNN-MRF, provided another idea of noise
immunity, which can retain the existing network structure and combine the characteristics
of the MRF to achieve the corresponding noise immunity effect. Therefore, the idea of com-
bining the MRF and 1DCNN can be extended to other pixel-based classification methods to
improve the ability of the method against coherent speckle noise.

However, there were still some shortcomings in the 1DCNN-MRF designed in this
paper. The method only considered the correlation between neighboring pixels, while the
relationship between pixels was not limited to neighboring pixels, and the global spatial
information was not sufficiently considered. The subsequent attempts will combine the
super-pixel idea, which can effectively use the information such as the size of regional
objects and reduce the interference of speckle noise with the classification results. The
1DCNN and MRF methods involve several parameter adjustments, and the choice of these
parameters may have a large impact on the performance of the model, which may consume
a large amount of time and computational resources. Subsequently, we will try to determine
the parameters adaptively by combining the prior knowledge of the land type distribution.

6. Conclusions

In this study, a vegetation index, the DpRVIm, based on polarization information and
the DEM was proposed, and a 1DCNN-MRF method with good noise robustness was
designed. Furthermore, the role of some existing indexes in the dual-pol data, such as the
RVI and DpRVI, were verified. Specifically, firstly, the backscatter coefficient, RVI, DpRVI,
and DpRVIm were extracted from the dual-pol data. Next, the optimal feature combination
was selected by numerical distribution analysis, J-M distance analysis, and the 1DCNN
algorithm. Finally, the 1DCNN-MRF method was designed to combine the advantages of
the 1DCNN and MRF, with the optimal feature combination as the input.

One of the findings was that the DpRVI based on polarization decomposition was not
only suitable for soil moisture inversion and crop growth monitoring, but also for enhancing
the separability of ground objects in LCC. Compared with the classic DpRVI, the DpRVIm
proposed in the study had better separability of farmland and forest after combining the
polarization entropy and DEM, which made it more adaptable in areas influenced by
topography. This experimental result showed that the DpRVI and the proposed DpRVIm
obtained good effects in HH-HV polarization mode.

Furthermore, we proposed the 1DCNN-MRF model, which had greater potential for
SAR LCC. In order to estimate the effectiveness of the 1DCNN-MRF, RF, KNN, and the
1DCNN were investigated with SAR data. The results showed that the 1DCNN-MRF
method using the σ0

HH + σ0
HV + DpRVIm combination achieved the highest classification
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accuracy with an OA value of 81.76%, which proved the LCC ability of the 1DCNN-MRF
based on SAR data.

This can also indicate that the MRF algorithm can be combined with other pixel-based
classification algorithms to obtain a better land cover product in SAR LCC, which is liable
to be affected by coherent speckle noise.
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