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Abstract: This article introduces a time delay calibration technique designed for processing broadband
lightning interferometer data with the aim of solving the problem of increased noises in the location
results when reducing the length of the data analysis window. The locating performances using
three analysis window lengths, 1024 ns, 256 ns, and 128 ns, were compared and analyzed using
a cloud-to-ground lightning record as an example. Without using the time delay calibration, the
locating noises significantly increased as the length of the analysis window decreased. After the
calibration, the problem was solved. Using statistical analysis of the least squares residuals and
the signal correlation coefficients within the analysis windows, it was found that overall, there was
no significant change in the distribution of residuals after using the time delay calibration method,
but the correlation coefficients were significantly improved. The results indicate that the time delay
calibration technique can improve the correlation of signals within the analysis window, thereby
greatly reducing the ineffective locating results generated after narrowing down the analysis window.
The article also analyzed the locating results, as well as the correlation coefficients and signal strength
characteristics at the analysis window of 32 ns, the smallest ever reported before. Even at such a small
window, the time delay calibration method can still ensure computational stability. The relevant
analysis suggests that according to data usage, the correlation coefficient can be flexibly used as a
quality control condition of the located results.

Keywords: lightning; lightning locating; interferometer; broadband interferometer

1. Introduction

VHF (very high frequency) lightning location systems are generally used to provide
detailed discharge progression information and can be divided into TDOA (time difference
of arrival) location systems and interferometry-based direction-of-arrival location systems.
In TDOA systems, each lightning radiation source is considered as a point in space, emitting
electromagnetic waves that propagate through space in the form of spherical waves. Such
systems could provide three-dimensional (3D) source location accuracy on the order of
tens of meters with a temporal resolution on the order of tens of microseconds [1,2]. In
interferometric systems, the electromagnetic wave from each radiation source is treated as
a plane wave arriving at each pair of antennas. Despite having a smaller physical footprint,
interferometric systems can provide high-precision two-dimensional (2D) locations with
temporal resolutions in the order of microseconds [3,4], but slightly less accurate 3D
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locations so far compared to TDOA location systems [5–7]. These two types of systems
have their advantages and disadvantages for lightning observation with a certain degree of
complementarity. In recent years, the radio astronomy telescope LOFAR (LOw Frequency
ARray) has achieved highly precise 3D lightning location results with high temporal–spatial
accuracy [8], utilizing its wide-ranging and high-density VHF signal receiving array. It can
be considered as an advanced TDOA lightning localization system, incorporating certain
technical features of existing broadband lightning interferometers [9,10].

Interferometer-based lightning location systems can be further divided into the nar-
rowband interferometer and broadband interferometer according to the bandwidth of the
received signals, and they have mainly been used for scientific research [11–16].

The broadband interferometer for lightning detection was first proposed and utilized
by Shao et al. [13]. Later, Ushio et al. and Dong et al., respectively, developed and improved
their own VHF broadband lightning interferometer systems [12,15], realizing 2D locations
(azimuth and elevation). Meanwhile, continuous efforts have been made to carry out
three-dimensional observations with the broadband interferometers and some results have
been achieved [4,6,17–19].

As an important tool for studying lightning physics, VHF broadband lightning in-
terferometers are constantly evolving in their hardware configuration. With a continuous
improvement in the performance of A/D (analog-to-digital) acquisition devices in sampling
rate, digital accuracy, and storage depth, the temporal resolution of location results, the
resolution of weak radiation sources, and the “continuity of observation” have correspond-
ingly improved. Initially, commercial high-speed digital oscilloscopes have been used as
experimental platforms for the development and experimentation of broadband interfer-
ometers [13,14]. Compared with systems built using A/D acquisition cards in the same
period, these systems had obvious advantages in terms of sampling rate, which was more
conducive to improving the accuracy of location results due to the proportional relationship
between location accuracy and temporal resolution [20]. With the improvement in A/D
acquisition technology and the observation practice of longer baseline antenna arrays, more
people have begun to choose to use high-performance digital broadband interferometers
built with high-speed A/D cards that are more flexible and cost-effective [20–22]. The
scheme using high-speed acquisition cards can achieve a larger sampling depth and higher
A/D conversion resolution at a relatively low cost, reducing the dead time of observation
and improving the resolution of weaker signals [22].

The broadband observation system can obtain information in a richer frequency range,
but it is also more susceptible to electromagnetic noise interference from the environ-
ment [23]. Therefore, optimizing the observation methods and data processing techniques
has always been a key focus of research on broadband interferometer technology [14,23,24].
Building upon the work of previous researchers, Qiu et al. proposed a method for reducing
the noise of a phase difference spectrum using wavelet transforms, based on observation
work conducted during a campaign in the Conghua area in Guangdong Province, China,
in 2007, which improved the 2D locating results [23]. They also proposed a method using
cross-correlation to calculate the time delay for broadband interferometer locating [25]. Sun
et al. further proposed a generalized cross-correlation time delay estimation calculation
method that combines wavelet transforms [26]. For broadband interferometers, during the
locating computation, although the cross-power spectrum of the data from each analysis
window contains phase difference information from multiple frequencies, it is generally
assumed that all frequencies originate from the same incident direction. In this case, we
can utilize the slope of the phase difference spectrum, which corresponds to the time delay
of the incident signal, to unwrap the phase differences and determine the incident direction
based on the phase difference information [27]. Alternatively, we can directly employ
the time delay estimation method for incident direction computation. This approach can
be considered as a time-domain solution for interferometric direction finding. Moreover,
with the wide development in broadband interferometer observation, the radiation source
location analysis methods used in different disciplines have been continuously introduced
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into the broadband interferometer locating of lightning and have achieved various locating
effects. For instance, Stock et al. provided methods and ideas for locating weak signal
sources and reducing noise interference using multi-baseline solution methods based on
time-domain or frequency-domain information [20,28]. Wang et al. explored weak signal
and multi-radiation source location through the use of time-reversal methods and the mul-
tiple signal classification algorithm [29,30], while Li et al. used the orthogonal propagator
method [31]. The combination of time delay estimation direction finding and time-reversal
direction finding techniques can alleviate the computational complexity issue that arises
when using the time-reversal method alone [32].

Among the existing interferometer locating methods, the method of using cross-
correlation to calculate signal time delay is more convenient than traditional frequency-
domain phase difference calculation in giving the incident angle of the signal without
having to consider the phase ambiguity brought about by periodicity [20]. When building
an interferometer system using a relatively low sampling rate, it may be necessary to
increase the length of the antenna baseline to ensure sufficient directional accuracy [21].
However, longer baselines will cause a wider range of time differences between the signals
received by different antennas. In this case, directly extracting signals for cross-correlation
calculation will restrict the choice of the calculation time window size and affect the stability
of the calculation results. Therefore, Shao et al. proposed a method of using time difference
adjustment analysis windows for delay calibration and verified its effectiveness [33]. This
method has a similar effect to the waveform alignment method used when cross-correlation
is applied to TDOA lightning locating systems [10,34,35].

High temporal resolution is one of the main advantages of broadband interferometer
for tracking lightning progression. To further analyze the discharge details of different
physical processes of lightning, people have used sliding windows and reduced window
widths to further improve the temporal resolution of the observation [4,20]. In our previous
observations, because the interferometer used a high sampling rate of 1 GS/s, a short
antenna baseline of about 15 m, and a large locating time window of 1 µs, the locating
analysis did not consider the influence of window length on cross-correlation time delay
estimation [6]. With the upgrade in future data collection devices and further research, it
may be necessary to focus on how to further improve the temporal resolution of observa-
tions [22,36]. Therefore, in this paper, based on the observed data of the 1 GS/s sampling
rate interferometer, time delay calibration technology is introduced, a smaller locating time
window and sliding interval are tried to obtain a higher time resolution, and the application
effect of time delay calibration technology is analyzed.

2. Observation and Methods

The data used in this article are from the lightning observation with broadband inter-
ferometers carried out in Guangdong, China, in 2010 [4]. The observations were conducted
at two sites, each using a square observation array with a side length of 15 and 16 m
composed of four broadband discone antennas [6]. In the system, the Lecroy7100A with
a sampling rate of 1 GS/s was used to collect lightning signals in the frequency range
of 30–300 MHz in the sequence trigger mode. The sequence trigger mode divided the
10 MB memory of the oscilloscope for each channel into 5000 segments, with a length of
2002 sampling points. The dead time between the segments was less than 6 µs, usually
measured as 2–3 µs. At that time, the observation had a higher sampling rate compared
to the interferometer system based on the high-speed A/D card commonly used today,
but was relatively deficient in terms of data integrity and continuity due to the segmented
sampling mode and 8-bit vertical resolution.

The basic locating methods for this study were the same as the ones that we used
before [6]. Equation (1) was based on the geometry of the interferometer principle, where
α and β are the angles between the incident electromagnetic wave and the north and east
directions, respectively, c is the speed of light, and δn, dn, and ∆tn are the azimuth, length,
and time delay of the received signal for the nth baseline, respectively. Equation (1) can
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be generalized into (2). Then, a least square residual equation, Equation (6), was used
to solve Equation (2). The window used for the time delay estimation usually consisted
of 1024 sampling points before, sliding a certain length each time until the end of the
data segment, such as sliding 512 or 64 sampling points used in previous work [4,6]. The
locating program uses the maximum value of the data in each analysis window as the
preliminary screening threshold. If the maximum value of the data in an analysis window
is too small, the program considers that there is no valid signal in that window and skips
it. The amplitude threshold used here was 1.77 mV. When the least squares solution was
completed, the program used the residual Rn (Equation (6)) corresponding to the calculation
result of each window as the evaluation parameter of the solution quality. Results with Rn
greater than 0.01 were excluded from the calculation in this article.

cos αsin δn + cos βcos δn =
c∆tn

dn
(1)

A·x = b (2)

A =

∣∣∣∣∣∣∣
sin δ1 cos δ1

...
sin δn

...
cos δn

∣∣∣∣∣∣∣ (3)

x =

[
cos α
cos β

]
(4)

b =


c∆t1
d1
...

c∆tn
dn

 (5)

Rn = ‖A · x− b‖2
2 (6)

The “time delay calibration” proposed here is an optimization technique for interfer-
ometer locating calculation, used to solve the limitation of selecting the analysis window
length caused by the variation range in time differences between incoming signals. Taking
two channel signals as an example, as shown in Figure 1a, in the original method, the
analysis window slides at a fixed interval from the beginning of the data segment in each
channel. According to the original window selection method, the consistency of signals
in different channels within the same analysis window is affected by the magnitude of
the signal time delay. Therefore, as shown in Figure 1b, the calibration program first uses
the data segment record length (in this case, the segment length is 2002 data points) as
the primary window to estimate the time delay between signals from different channels,
obtaining the initial time difference τ0. Generally, the τ0 reflects the time delay relationship
between the strongest signals in the window. Then, as shown in Figure 1c, the starting
position of the secondary analysis window in the channel containing the relatively back-
ward signal is shifted backward by τ0. This operation is equivalent to aligning the signals
according to the overall time delay between signals of different channels in a segment.
Next, the shorter secondary analysis window is used for the locating calculation according
to the specified analysis window size and sliding window size (sliding length). In this
way, the analysis end position of the channel containing the original leading signal will be
correspondingly advanced by τ0, and the total length of the data available for analysis will
become “segment length-τ0”. According to the selected analysis window size, each data
acquisition segment can generate n secondary analysis windows from window 1 to window
n, where n is the multiple obtained by dividing the available analysis length (segment
length—τ0) by the secondary analysis window size and taking the integer part. The time
delay result τn calculated from each secondary analysis window (window n) is added to τ0
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as the time delay calculated after the calibration for that analysis window. This value is then
used as ∆tn in Equation (1) for the locating calculation. This method can be extended to
four channels to obtain the calibrated locating results. Figure 1d shows the effect of signal
extraction with the reduced analysis window after using the time delay calibration method.
It can be seen that while the number of pulses within the reduced window decreases, the
time delay calibration method maintains a good consistency of signals within the window,
which should help to further distinguish the lightning radiations of different strengths.
This is also what we will continue to discuss in the following.
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Figure 1. Illustration of time delay calibration method: (a) the sliding window mode of the original
method, (b) the first step of the time delay calibration method, (c) the window sliding mode of the
time delay calibration method, and (d) same as (c) but for a reduced analysis window.

3. Results
3.1. Observation Data

The observation results of a negative cloud-to-ground (CG) lightning event on
13 June 2010, at 15:40:06, were obtained from the Conghua Meteorological Bureau sta-
tion, as shown in Figure 2. The system recorded the fast change in the ground electric
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field (time constant 1 ms) and a total of 2981 segments of VHF data. The polarity of the
ground electric field waveform was defined according to the physics sign convention, with
negative polarity indicating a negative electric field change caused by a negative return
stroke. This CG lightning record started from the beginning of the flash, lasted for about
500 ms, and included four return-stroke processes. Figure 2a shows the fast electric field
waveform, and Figure 2b shows the elevation angle of the radiation source with time. The
locating calculation uses an analysis window of 1024 samples and slides every 64 sampling
points. The color of the radiation source corresponds to its occurrence time. Figure 2c
shows the 2D locating result of the lightning radiation sources in elevation-azimuth. In
Figure 2c, it can be seen that there is obvious development path branching in the lightning
from the initial stage to the stepped leader stage. The corresponding radiation sources are
mainly represented by the deep blue color. The radiation sources for the three subsequent
leader processes mainly continue to develop along a path branch of the previous stepped
leader, corresponding to the green, yellow, and red radiation sources, respectively. Due to
the use of a relatively small sliding window, the number of radiation sources reaches 33,102.
Most of the locating results are concentrated along a specific path, and only a few scattered
locating points appear around the area occupied by the main location results. Most of these
scattered location results are dark blue and light blue, which mainly appear in the stage of
step leader and the stage of intracloud discharge after the first return stroke.
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Figure 3 shows the enlarged observation results near the four leader processes recorded
in Figure 2. Figure 3(a1,b1) show the evolution of the fast electric field waveform and
the variation in the elevation angle of the radiation sources from the beginning of the
lightning to the end of the first return stroke. As can be seen, the elevation angle of the
lightning radiation sources started at 66.9◦ at time 0, accompanied by a typical sequence of
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ground electric field pulses. Subsequently, they mainly showed a downward trend, with
relatively obvious path branching occurring around 20 ms and 60 ms, followed by a rapid
increase after the return stroke occurred. The radiation sources lasted for about 86 ms
from the beginning to the occurrence of the return stroke. Similarly, Figure 3(a2,b2) show
the leader process before the second return stroke. The radiation sources of the second
leader started at about 225.7 ms, and their elevation angles developed from about 66.3◦

to about 9.4◦ in about 6 ms. An obvious path bifurcation appeared around time 227.0 ms.
During the period from the beginning of the second leader to time 227.0 ms, an irregular
cluster of ground electric field waveforms was generated, which should belong to a chaotic
leader. Figure 3(a3,b3,a4,b4) show the locating results and enlarged ground electric field
waveforms of the third and fourth leaders, respectively. Here, both leaders are typical dart
leaders, with a duration of 636 µs and 885 µs, and their elevation angles decreased from
about 65.0◦ and 64.2◦ to about 10.7◦ and 9.3◦, respectively.
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Figure 3. The observation results from Figure 2 are displayed in an enlarged view for the four stages
of the discharge process: (a1,b1) show the process from the beginning of the lightning to the end of
the first return stroke, (a2,b2) show the second leader process, (a3,b3) show the third leader process,
and (a4,b4) show the fourth leader process.

3.2. Locating Results with Reduced Analysis Window before and after Time Delay Calibration

Figure 4a,c show the 2D calculation results with data analysis windows of 256 ns
and 128 ns and sliding windows of 64 ns and 32 ns. From Figure 4a, it can be seen that
compared to Figure 2c, with the use of a smaller data analysis window and the same sliding
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window, the continuity in the locating results improved to some extent. It can be seen
that the distribution of the red locating results changes from cluster to expansion in a
certain direction. However, due to the influence of directly narrowing the analysis window,
the total number of calculated locations decreases from 33,102 in Figure 2c to 32,432 in
Figure 4a, and the number of noise points increases significantly in the first two leader
processes, judging from the color of the points. Furthermore, as shown in Figure 4c, after
using a smaller analysis window of 128 ns and a smaller sliding window of 32 ns, the total
number of radiation sources obtained from the locating results slightly increases to 37,124,
but the number of noise points increases greatly not only in the first two leader processes
but also in the last two dart leader processes. The reason for this phenomenon may be
that as the analysis window is reduced, the range in time delay changes (about 0~50 ns for
the baseline of 15 m) between different antenna signals determined by the antenna array
baseline length begins to affect the accuracy of the time delay estimation. Therefore, this
article introduces the time delay calibration method to test and solve this problem.
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Figure 4. Comparison of locating results before and after using the time delay calibration method:
(a) using an analysis window of 256 ns and a sliding window of 64 ns for calculation without the
time delay calibration, (b) using an analysis window of 256 ns and a sliding window of 64 ns for
calculation with the time delay calibration, (c) using an analysis window of 128 ns and a sliding
window of 32 ns for calculation without the time delay calibration, and (d) using an analysis window
of 128 ns and a sliding window of 32 ns for calculation with the time delay calibration.
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The 2D locating results using time delay calibration are shown in Figure 4b,d, with
the same color shading as before. Figure 4b presents the calculation results using a 256 ns
analysis window and a 64 ns sliding window, while Figure 4d shows the results using a
128 ns analysis window and 32 ns sliding windows. Compared with Figure 4a, after time
delay calibration, the number of locating points in Figure 4b increases from 32,432 to 34,193,
and the quality improves with almost no invalid locating noise except for a few scattered
blue spots above the main distribution area of the radiation sources. Similarly, compared
with Figure 4c, the number of locating points in Figure 4d increases from 37,134 to 56,115,
with a significant reduction in invalid locating noise points.

Moreover, compared with Figure 2c, Figure 4b using a smaller analysis window can
obtain more locating results with the same sliding window. From the perspective of locating
performance, what can intuitively be seen is that the continuity in the dart leader locating
results significantly improved after using a smaller analysis window, and the same is true
for the results in Figure 4d. The improved continuity in the locating results is manifested
by the extension of new locating points along the development direction based on the
original locating radiation source area shown in Figure 2c. This change is also reflected in
the sporadic discharge event locating points in red above the main location path. It can be
clearly seen that the dart leader locating results marked in green, yellow, and red in Figure 4
are more continuous than those in Figure 2c, whether the time delay calibration is used or
not, and the sporadic red discharge events above the main locating path are concentrated
in one direction when using a smaller analysis window. This is a benefit of reducing the
scale of the analysis window. The time delay calibration technology further improves the
stability of the program when using a smaller analysis window, reduces calculation errors,
and increases the number of effective locating results.

3.3. Effect of Time Delay Calibration on Residual and Correlation Coefficient in Locating
Calculation

To analyze the reasons for the impact of time delay calibration technology on locating
results, here we calculate the least squares calculation residual Rn of the locating results
obtained when using the three combinations of analysis windows and sliding windows
previously used, as well as the average correlation coefficient obtained during the cross-
correlation calculation of the corresponding signals. Rn was chosen because it serves as a
criterion for the validity of the calculation results in the original calculation program. The
correlation coefficient was chosen because the time delay calibration roughly aligns with
the signals within each analysis window, making the signals tend to come from the same
radiation source. The most direct guess, in this case, is that this calibration will greatly
improve the correlation of the signals used in the calculation. In the example given in
the article, data were extracted from four-channel signals in each analysis window and
cross-correlation was performed along six baselines. Therefore, the average correlation
coefficient of each locating result is the average of the correlation coefficients obtained from
six cross-correlation calculations.

Figure 5 shows the statistical results of Rn and the average correlation coefficient (Coeff)
corresponding to the three sets of calculation results. The panels a–f correspond to the
statistical results of Rn and Coeff for the three sets of locating results in Figures 2 and 4b,d,
respectively. The white color represents the results obtained using the original calculation
method, and the blue color represents the results obtained after time delay calibration.
From the figure, it can be seen that the distribution of Rn corresponding to the three sets
of locating results (Figure 5a,c,e) did not change significantly before and after time delay
calibration, and the differences came from the change in the number of locating results
obtained before and after time delay calibration. This also indicates that the problem of a
large number of noise points generated via the original method after narrowing the analysis
window cannot be solved by further changing the threshold of Rn. In addition, in Figure 5a,
because the segment recording length used here is short, with only 2002 sampling points,
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the length of available data is further reduced after the time delay calibration and the use
of the new method reduces the number of locating results instead.
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Figure 5. Statistical results of the residuals Rn and the average correlation coefficient (Coeff) correspond-
ing to the results obtained using three groups of different analysis window lengths and sliding window
lengths: (a,b) analysis window length of 1024 ns and sliding window length of 64 ns, (c,d) analysis
window length of 256 ns and sliding window length of 64 ns, (e,f) analysis window length of 128 ns
and sliding window length of 32 ns. The white color represents the results obtained using the original
calculation method (marked as “O” in the legend), and the blue color represents the results obtained
after time delay calibration (marked as “N” in the legend). In the panels (b,d,f), the white histogram has
40% transparency, and the blue histogram covered by it will reveal light blue.

In Figure 5b,d,f, there are significant differences in the statistical results of Coeff before
and after time delay calibration. For convenience, the color of the statistical results without
time delay calibration in the figure is white and has 40% transparency. It can be seen that
when using a 1024 ns analysis window (Figure 5b), the distributions of Coeff before and after
time delay calibration are not significantly different. However, after time delay calibration,
the average value of Coeff is 0.70, which is still slightly higher than the average value of
0.69 without time delay calibration. As the analysis window length is reduced (Figure 5d,f),
the differences between the distributions of Coeff before and after time delay calibration
become more pronounced. When using a 256 ns analysis window (Figure 5d), the average
values of Coeff before and after time delay calibration are 0.71 and 0.76, respectively. When
using a 128 ns analysis window (Figure 5f), the average values of Coeff before and after
time delay calibration are 0.69 and 0.78, respectively. The results in Figure 5 show that the
correlation coefficient Coeff will decrease with the narrowing of the analysis window when
the time delay calibration is not used, but it will increase obviously after the time delay
calibration is used, which is the reason for the improvement in the locating effect.
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3.4. Locating Results and Quality Control after Further Narrowing the Analysis Window

From the statistical results, it is clear that the use of time delay calibration does indeed
make it possible to effectively reduce the length of the analysis window and further helps
to improve the resolution of small-time-scale discharge events. Moreover, based on the
high sampling rate of the existing data, the analysis window can be further reduced.
Figure 6a shows the location results for an analysis window length of 32 ns and a sliding
window length of 16 ns. We chose the analysis window of 32 ns because the VHF signal
observation starts at about 30 MHz and the corresponding period is about 33 ns. We
subjectively think that this is needed to ensure that the signal within an analysis window
has a complete period. The color range of the radiation sources is the same as that in
Figure 2. Compared with the location results in Figure 4, the number of radiation points in
Figure 6a is further increased to 76,247. As the number increases, there are no scattered
noise location points, as seen in Figure 4a,c. Only some sporadic blue scattered location
points above the main coverage path of the radiation sources further increased compared
with the results in Figure 4d. With the increase in the number of radiation sources, the
distribution of the location results in Figure 6a mainly shows a further expansion of the
distribution range based on the location distribution path in Figure 4d, and there are
more distributed location points that are relatively discrete near the main path where the
location results are clustered. In order to further evaluate the effectiveness and quality
of the location calculation in Figure 6a, Figure 6b colors the location points according to
the average correlation coefficient (Coeff) analyzed above. As shown in Figure 6b, points
colored red or close to red correspond to higher correlation coefficients, mainly distributed
in the central area of the distribution path of location results, while location points colored
blue and green correspond to lower correlation coefficients and are mainly distributed
around the periphery of the path in a relatively scattered manner.

Considering the use of smaller data analysis and sliding windows, weaker pulse
signals in the data record may have a greater chance of being distinguished from stronger
pulse signals around them. So, are the expansion of the location path range and the increase
in scattered locating points around the path related to weaker signals? In Figure 6c, an
A/D channel is selected, and the sum of the absolute values of the amplitude of all of the
sampling points in each analysis window of that channel is used as a reference to recolor
the locating points. From Figure 6c, it can be seen that, in general, the scattered locating
points around the location path are mostly dark blue, corresponding to weaker signals.
However, since the 2D location result cannot calibrate the signal amplitude according to
the transmission distance, the located points in the high elevation range of the figure also
appear to be slightly weaker overall, which may be mainly related to the attenuation of
the signal transmission. Meanwhile, Figure 7 also shows the distribution of the sum of
amplitudes within each analysis window relative to the correlation coefficient, and the
distribution points are counted according to the density of a 50 × 50 grid, giving rise to a
contour plot of the distribution. It can be seen that, overall, there is a positive correlation
between signal strength and the correlation coefficient of time delay estimation, and the
main location results are concentrated in the vicinity of the sum of amplitudes of 3.2 V and
the correlation coefficient of 0.9, which correspond to the moderate signal strength and
higher correlation coefficient.
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and the average correlation coefficient of the localization results in Figure 6.

In addition, Figure 8 re-colors the location results of different discharge stages based
on the correlation coefficient, following the division of the discharge process stages shown
in Figure 3. This was used to analyze the distribution of the correlation coefficient with
the temporal development in the discharge process. It can be seen that there are certain
differences in the distribution of the correlation coefficients of the locating results during
different types of lightning leader processes. In comparison, in Figure 8(b1), the distribution
of the correlation coefficient from the lightning initiation to the stepping leader stage is
closest to the overall situation seen earlier, that is, the location results with higher correlation
coefficients are distributed in the center of the path, while those with lower correlation
coefficients are distributed around the discharge development path. In the dart leader
processes shown in Figure 8(b3,b4), most of the location results have good correlation
coefficients, forming channels with denser distributions, and a small number of location
points with smaller correlation coefficients are distributed around the channels. In the
chaotic leader process shown in Figure 8(b2), the correlation coefficients of the location
results before 228 ms are similar to those of the stepped leader process in Figure 8(b1), while
the distribution of the correlation coefficients of the location results after this time is more
similar to the dart leader processes in Figure 8(b3,b4). The distribution of the correlation
coefficients in different stages of the discharge process shown in Figure 8 may reflect, from
one aspect, that many location results with small correlation coefficients and weak signal
strengths appeared when using small data analysis windows, which may be related to the
complexity of the development path of lightning discharge. Based on the above analysis,
the correlation coefficient may be feasible as a quality control parameter that highlights the
main development path of the discharge process.
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4. Discussion

This article applies a time delay calibration method to the locating calculation of a
broadband interferometer. In this method, the signals within the primary window are
aligned first using the time delay relationship of the strongest signal, and then the precise
time delay is obtained using a smaller analysis window. This approach allows for the
better matching of the signals within the shorter analysis window and therefore reduces
errors caused by the inconsistent data in the window. Using a negative cloud-to-ground
lightning observation record with four return strokes as an example, the difference between
the locating results before and after using the time delay calibration method was tested for
three different combinations of data analysis window lengths and sliding window lengths.
The use of the time delay calibration method solved the problem of a large number of
invalid noise points in the locating results when reducing the data analysis windows’ length
to shorter than 256 ns in the original calculation method. This improved the temporal
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resolution of the location results while reducing the number of signals correlated with
different radiation sources within one analysis window. A high time resolution locating
result was obtained using a data analysis window of 32 ns in length and a sliding window
of 16 ns. Although the location result does not differ significantly from previous results in
terms of its overall shape, this technology can be used to adjust future observation plans to
obtain better location results.

As we know, the location accuracy of the locating method in the article mainly depends
on the A/D sampling rate and the baseline length of the antenna array under the premise of
observing the electromagnetic environment. With a fixed sampling rate, using an antenna
array with a longer baseline can improve the angular measurement accuracy of the single-
site 2D location. Of course, this does not mean that a longer baseline is always better. On
the one hand, the interferometer’s directional calculation requires the incident signal to
satisfy the plane wave assumption relative to the antenna array scale. A baseline length
that is too long can introduce calculation errors. On the other hand, the arrangement of
observation experiments is often limited by the site, and in practical observations, we often
need to compromise on observation conditions. In cases of limited space, high sampling
rate equipment can use shorter baselines, which is an advantage of the observation plan
in this article to some extent. It must be admitted that the locating results in the article
can only reflect the improvement in the temporal resolution under the conditions of fixed
sampling rate and antenna array. They cannot provide a more detailed spatial depiction
capability. However, the spatial resolution of the interferometer locating system is different
in different elevation observation ranges. Therefore, with existing data, the time delay
calibration method will help to accurately locate the discharge process in the high elevation
observation range with a better ability to distinguish small-scale discharge events.

In addition, in our previous work, we replaced the earlier locating method with the
least squares locating method described in this article [6]. The main advantage of using
the least squares method is that the residual Rn obtained during the locating calculation
can be used to filter out locating errors caused by noise or erroneous signals that were
scanned during the sliding process. In the analysis of Figure 5 in the previous section,
although there was no significant change in the distribution of Rn before and after time
delay calibration, this does not mean that Rn is completely ineffective when calculating
with smaller data analysis windows. It simply means that using Rn alone is not sufficient
to support this type of work. Therefore, in future work, it is important to flexibly use the
combination of Rn and correlation coefficient to control the quality of the locating results.

The article does not provide a specific correlation coefficient threshold to demonstrate
the quality control effect because quality control itself may have different strategies de-
pending on the analysis purpose. As shown in the results of Figure 8, the distribution
characteristics of correlation coefficients vary for different discharge processes. If the main
goal is to show a clear discharge path, a relatively high correlation coefficient threshold can
be used to eliminate sporadic locating points around the channel so that the distribution
path of the locating results can be as clear and concentrated as possible. However, if the
analysis of lightning discharge involves the spatial range or discharge details of specific
discharge events, the quality control scheme should choose a slightly lower correlation
coefficient threshold to retain some discrete locating points around the main path.

Finally, after all, the observation in this paper comes from 13 years ago. With the
development in A/D acquisition equipment that combines better signal vertical resolution
and higher time domain sampling rates, the method presented here should be able to
provide better locating results under new observation conditions.

5. Conclusions

According to the analysis results in the article, the following conclusions can be drawn:

(1) The use of the time delay calibration method can solve the problem of increased noise
in the location results and improve the location effect when the data analysis window
length is reduced.
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(2) After using the time delay calibration method, the correlation coefficient obtained via
cross-correlation calculation in the process of locating calculation is improved, that is,
this method improves the consistency of signals in the analysis window, and makes
the input signals of locating calculation more stable and reasonable, thus improving
the quality of the output results.

(3) The correlation coefficient obtained via cross-correlation calculation in the locating
calculation process can be used for the quality control of the locating results.
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