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Abstract: In the classic Precise Point Positioning (PPP) approach, observations of Global Navigation
Satellite Systems (GNSS) are processed at the network level to generate satellite clocks and positions.
This information can be used to enable accurate point positioning for a single GNSS receiver. In the
PPP Real-Time Kinematic (PPP-RTK) approach, satellite phase biases are considered as well, enabling
ambiguity resolution at the network and user levels. In this research, 30 s multi-frequency raw GPS,
Galileo, and BDS-2/3 observations are processed at the network and user levels in a sequential Kalman
filter. PPP-RTK enabling products are generated for up to five frequencies, and ambiguity resolution
is performed at the network and user levels using a flexible ambiguity reparameterization approach,
comparable to wide- and narrow-laning, which has shown to yield a significantly improved single
epoch coordinate solution when multi-frequency observations are available. Different assumptions
regarding the time stability of receiver and satellite phase biases have been made and compared.
The availability of a precise user coordinate solution when multi-frequency and dual-frequency
observations are processed is assessed and compared. A precise ambiguity-fixed solution is available
in three epochs or fewer in 77% of all cases with an average of 24 visible satellites for static and
kinematic receivers when multi-frequency observations are processed. When only dual-frequency
observations are considered, a fixed solution is available in seven epochs or fewer in 71% of all cases.
The fastest fixed solution was found in two epochs with multi-frequency observations and in six
epochs with dual-frequency observations. Estimating a reference phase clock did not lead to an
improvement in the coordinate solution. The findings indicate that a fixed solution can potentially be
found faster than often suggested, with potential for further improvement when more satellites or
regional atmospheric corrections are considered.

Keywords: GNSS; PPP-RTK; PPP; phase biases; multi-frequency; multi-GNSS

1. Introduction

Modernized GNSS provide an increasing number of available signals and channels,
leading to an increasing interest in processing all available signal-channel combinations,
creating network information that gives the user of those products the most amount of
freedom in the sense that they are free to choose what signals and channels they process
in their applications. Processing observations from a multitude of different signals and
channels requires explicit handling of existing rank deficiencies in the observations. For a
critical review of methods to eliminate rank deficiencies in GNSS networks for PPP and
PPP-RTK, see [1]. In [2], an in-depth review of the often-used Common Clocks (CC) model
often used to eliminate rank deficiencies and generate PPP(-RTK) products is presented,
which is implemented and adapted here. More specifically, the CC-R model is implemented
and used within the scope of this paper. The CC-R model is a specific application of the CC
model, where one pivot receiver defines the clock and bias datum. Possible complications
arising from the CC-R model within certain GNSS networks and sequential processing are
presented and discussed in Section 3.1.
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Multi-frequency raw observations of GPS, Galileo, and BDS-2/3 satellites are processed
at the network and user levels. Ambiguity resolution is performed both for the network and
the user, improving accuracy and reducing the time until accurate network products and
user point positions are available. Of high interest is the time until a centimeter-accurate,
ambiguity-fixed solution is achieved for a user of the network products. In [3], a fixed
solution with centimeter accuracy was achieved after 600 s using dual-frequency GPS
observations with a temporal resolution of 30 s. The authors of the previously mentioned
study then investigated the time until a fixed solution is available when combining GPS
and GLONASS. The time until ambiguity resolution enables centimeter accuracy is reduced
to an average of 6 min, and in more than 50% of cases, to under 5 min. Here, interpolated
ionospheric slant delay corrections from the network receivers were used to enable integer
ambiguities for GLONASS satellites. In [4], GPS and GLONASS satellites were used as
well, but GLONASS ambiguities were kept as float values. The average time to first fix was
around 15 min for static and 20 min for kinematic receivers. After the introduction of a func-
tional model enabling integer ambiguities for FDMA satellite systems such as GLONASS
in [5], a five-system (GPS, Galileo, BDS, QZSS, and GLONASS) analysis was performed
in [6]. For a long baseline using all available systems, a centimeter-accurate point solution
could be achieved in an average of 3.27 epochs when no atmospheric corrections and par-
tial ambiguity resolution were used. It was also shown that an average of 34.7 epochs are
required until the Success Rate of full ambiguity resolution is over 99.9%, even when five
satellite systems are considered. Note that no QZSS and not all BDS satellites are available
for GNSS receivers in Europe, as considered here.

Different assumptions regarding the time stability of the receiver and satellite phase
biases are implemented and compared in this study. In [7], the Decoupled Clocks model
has been introduced: Here a separate clock offset is estimated for dual-frequency code and
phase observations. In other studies, such as [8,9], the satellite phase biases are classified as
wide-lane and narrow-lane biases. Here the narrow-lane biases are estimated as constant
parameters, but only for time intervals of 15 min. A degradation of performance has been
observed when satellite phase biases are assumed to be constant for longer time intervals.
However, later in [10], narrow-lane phase biases are estimated as daily constant parameters,
which has led to better positioning accuracy without impairing ambiguity resolution rates.
For GPS BLOCK IIF satellites, a significant variation of the L5 phase biases, mainly due
to thermal variation, compared to the L1 and L2 biases has been observed [11,12]. To
investigate the effects of different assumptions regarding the time stability of phase biases
further, two methods are implemented and compared. In one approach, all phase biases
are assumed to be static parameters, excluding satellite GPS L5 phase biases, whereas
in the other approach, a separate epoch-wise phase clock is estimated for all receivers
and satellites.

The main purpose of this contribution is to analyze the quality of forward-filtered
satellite clocks and biases for PPP-RTK and to compare the effects of different assump-
tions regarding the temporal stability of phase biases on the quality of the point position.
Furthermore, a flexible method to introduce reparameterized ambiguities comparable to
wide-lane and narrow-lane ambiguities into the functional model is presented, and the
time until an ambiguity-fixed solution can be found is assessed. Ambiguity resolution is
performed with the Ratio Test Integer Aperture estimation approach using the algorithm
as described in [13]. When compared to the most common approach using the Success
Rate and a Ratio Test, this approach should yield an integer fixed solution faster, as also
investigated in the previously mentioned study.

2. Data

A regional GNSS network consisting of 32 reference stations is considered (see Figure 1).
15 stations are used as the reference network, generating the PPP-RTK products relevant to
the user. The other 17 stations then use the generated network products to compute their
point positions. All reference stations are part of the EUREF Permanent GNSS network [14].
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Daily observations with a sampling of 30 s of day 293 in the year 2022 are considered.
The presented methods here can all be applied to observations with a higher sampling
rate. A discussion of problems and opportunities arising when high-rate observations are
processed is given in Section 5. A complete list of all considered reference stations is also
given in Figure 1. An overview of the processed GNSS and signal-channel combinations is
given in Table 1. Note that the receivers can be divided into receiver types A and B based
on the tracking mode used to observe the different signals. This will be addressed further
in Section 3.1.
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Figure 1. Map of reference stations used. Station identifiers of the network: AJAC, BOR1, BRST,
BRUX, BUCU, CEBR, DLF1, DYNG, EGLT, EUSK, GANP, GOPE, HOFN, INVR, KIRU; and the rover:
AUBG, KIRU, LEK6, MAR7, OBE4, ONSA, ORID, OST6, PTBB, RABT, REDU, SALA, SBG2, SPT0,
VFCH, VILL, WSRT.

Table 1. GNSS and signals considered. Note that the signal name follows the RINEX 3 conventions.
The * is a wildcard for C (= code) or L (= phase).

GNSS Receiver Type A Receiver Type B

GPS *1C, *2W, *5Q *1C, *2W, *5X
Galileo *1Q, *5Q, *6C, *7Q, *8Q *1X, *5X, *6X, *7X, *8X

BDS *2I, *6I, *1P, *5P *2I, *6I, *1X, *5X

The reference coordinates of all stations have been obtained with the EUREF reference
frame solution [15]. Satellite orbits have been fixed to precise values, using the final CODE
orbits [16]. The PPP-RTK products generated in the scope of this work are thus satellite
clocks and biases. At the user level, the same satellite orbits are used as at the network level.

3. Methods

In Section 3.1, the functional model of the network and user is presented. This entails
the observation equations of the code and phase measurements, and the handling of rank
deficiencies in the resulting design matrix compatible with sequential processing. Then, in
Section 3.2, the sequential processing scheme is presented. This includes specific properties
of the processing, including the narrow-lane and wide-lane implementations, the process
noise of the parameters, and details of the method of ambiguity resolution.
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3.1. Functional Model

In the case of Code Division Multiple Access (CDMA), the linearized phase and
code observations for a receiver r, satellite s of a GNSS A, and signal j at epoch i can be
formulated according to, e.g., [17] with

E
(

∆ϕs,A
r,j (i)

)
= ks,A

r
T
(i)·∆xr(i) + m

(
εs,A

r

)
·Zw(i) + dtr(i) + λj·

(
Ns,A

r,j + δA
r,j(i)− δs,A

j (i)
)
− dts,A(i)− µA

j ·I
s,A
r (i)

E
(

∆ρs,A
r,j (i)

)
= ks,A

r
T
(i)·∆xr(i) + m

(
εs,A

r

)
·Zw(i) + dtr(i) + dA

r,j(i)− dts,A(i)− ds,A
j (i) + µA

j ·I
s,A
r (i)

(1)

Here, E(·) denotes the expected value of the inherently stochastic observations. Note
that it is assumed that the observations have been corrected apriori with appropriate models
(see, e.g., [18]); thus, the corrected effects are excluded. Furthermore, the observation
equations have been modified to include the notation of the GNSS. It is assumed that
different GNSS and signals have different receiver codes and phase biases, while the
receiver clock is assumed to be common for each GNSS.

The observation equations have been linearized with known satellite positions and
approximate receiver coordinates. In (1), ks,A

r denotes the line-of-sight vector from receiver r
to satellite s, ∆xr denotes the coordinate residuals of receiver r to the linearization point, Zw is
the wet tropospheric zenith delay, and m is the wet mapping function converting zenith delay
to slant delay with satellite elevation εs,A

r . The receiver and satellite clock offsets are denoted
by dtr and dts,A, respectively, receiver/satellite code biases are denoted with dr,j/ds,A

j , and

phase biases with δr,j/δs,A
j . Ambiguities are denoted with Ns,A

r,j , with the important property

Ns,A
r,j ∈ Z, and, finally, the ionospheric slant delays are denoted with Is,A

r .
The resulting design matrix of the linear system of equations is rank-deficient when

formulated regarding all parameters on the right-hand side of the equation. Solving a rank-
deficient system of equations can be done by applying the S-System theory [19], which can
be understood as imposing restrictions of the form

(
S⊥
)T ·x = 0 on the parameter vector

x, eliminating the underlying rank deficiencies in the functional model. The restrictions
imposed on the parameter vector that eliminate all rank deficiencies in the functional model
are denoted as the S-basis.

The rank deficiencies in the design matrix of the GNSS network equations have been
explicitly identified in [2] for the single GNSS case. Furthermore, an in-depth description of
the CC-R S-basis, which will be used hereafter, is given in [2]. However, the following three
cases require adaptations to be made for the multi-GNSS case with different receiver types:
(1) For each additional GNSS introduced, one rank deficiency does not occur that otherwise
occurs in the single GNSS case. More specifically, this is the rank deficiency between
the receiver clock and the receiver biases, as denoted in [2], since this rank deficiency
has already been eliminated by the restrictions imposed on the biases of the first GNSS.
As a result, one inter-system bias (ISB) has to be estimated for each additional GNSS.
(2) An additional rank deficiency occurs for Galileo satellites when different satellite code
biases for the same signal, but different tracking modes, are assumed. The reason is
that available receivers currently either obtain the observation in pilot-tracking mode
or combined-tracking mode. The receivers can then be classified as type A and type B
receivers (see Table 1) with no overlapping signals. The between-ionospheric slant delays
and satellite bias rank deficiencies, as denoted in [2], then occur twice: once for the signals
observed by type A receivers and once for type B. The latter additional rank deficiency is
eliminated with the additional S-basis restriction on ds,A

GF (see Table 2). (3) Since receivers
can be classified as receiver types A or B, where the tracking of some signals is unique to
one receiver type, there is no receiver that observes all existing satellite code biases. Here
the pivot receiver, whose clock and biases are used as restrictions in the CC-R S-basis, is
assumed to be a receiver of type A. The rank deficiencies caused by the remaining satellite
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code biases exclusive to type B receivers, thus not observed by the pivot receiver, are then
eliminated with restrictions imposed on the biases of a pivot satellite instead.

Table 2. Parameter S-basis restriction implicitly applied in Equation (2). The restricted parameters or
the specified combination are set to 0 to eliminate rank deficiencies.

S-Basis Restriction Parameter Condition

CC-R S-basis
Pivot Receiver Clock dtr r = 1

Pivot Receiver Code, Phase Biases dA
r,j, δA

r,j r = 1
Receiver IF Code Bias dA

r,IF r > 1, A = 1
Receiver GF Code Bias dA

r,GF r > 1
Satellite IF Code Bias ds,A

IF For signals exclusive to receiver Type A
Satellite GF Code Bias ds,A

GF For signals exclusive to receiver Type A
Pivot Receiver Ambiguities * Ns,A

r,j r = 1

Pivot Satellite Ambiguities * Ns,A
r,j r > 1, s = 1

CC-R S-basis Adaptations

Pivot Satellite Code Bias ds,A
j

s = 1 (For satellite code biases not observed by
pivot receiver)

Satellite GF Code Bias ds,A
GF

s 6= 1 (For GNSS A where no common signal
between Receiver Type A and B exists)

IF Code Bias dr,IF = 1
µ2−µ1

(µ2dr,1 − µ1dr,2), ds
IF = 1

µ2−µ1

(
µ2ds

1 − µ1ds
2
)
. GF Code Bias dr,GF = 1

µ2−µ1
(dr,2 − dr,1),

ds
GF = 1

µ2−µ1

(
ds

2 − ds
1
)
. * In practice, this is done with the more flexible Spanning Tree approach, as described later

in Section 3.1.

Each additional rank deficiency requires an additional S-basis restriction. All S-basis
restrictions of the CC-R model, including the previously mentioned adaptations, employed
on the observation Equation (1) are given in Table 2. Introducing S-basis restrictions into
the functional model changes the interpretation of the estimable parameters from their
original interpretation. Estimable parameters that differ from their original interpretation
in Equation (1) are denoted with a hat (̂).

The resulting non-rank-deficient observation equations, which are used in this research,
are then given with the following:

Phase Observations

E
{

∆φs,A
r,j

}
= ks,A

r ·∆xr + m
(

εs,A
r

)
·Tr + dt̂r>1 + d̂A>1

r>1 − dt̂s,A − µA
j · Îs,A

r + λj·
(

N̂s>1,A
r>1,j ∗+ δ̂A

r>1,j − δ̂s,A
j

)
Code Observations

Receiver Type A or Type B for common signals

E
{

∆ρs,A
r,j

}
= ks,A

r ·∆xr + m
(

εs,A
r

)
·Tr + dt̂r>1 + d̂A>1

r>1 + d̂A
r>1,j>2 − dt̂s,A − d̂s,A

j>2 + µA
j · Îs,A

r

Receiver Type B (for GNSS with no common signal)

E
{

∆ρs,A
r,j

}
= ks,A

r ·∆xr + m
(

εs,A
r

)
·Tr + dt̂r>1 + d̂A>1

r>1 + d̂A
r>1,j>2 − dt̂s,A − d̂s>1,A − d̂s>1,A

j>2 + µA
j · Îs,A

r

Receiver Type B (for GNSS with common signals, for signals exclusive to Type B)

E
{

∆ρs,A
r,j

}
= ks,A

r ·∆xr + m
(

εs,A
r

)
·Tr + dt̂r>1 + d̂A>1

r>1 + d̂A
r>1,j>2 − dt̂s,A − d̂s>1,A

j + µA
j · Îs,A

r (2)

When representing the GNSS network as a graph by defining satellites and receivers
as nodes and the observations as edges, the presented S-basis restrictions only lead to
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non-rank-deficient observation equations in the case where the network is connected. Here
the term connected is derived from graph theory; see, e.g., [20].

More specifically, the GNSS network needs to be connected on two different frequen-
cies, or on one code and one phase frequency. This condition needs to be satisfied at each
epoch when no temporal constraints on the receiver/satellite clocks or ionospheric slant
delays are imposed. Otherwise, satellite clocks will not be separatable from the ionospheric
slant delays. An example to illustrate this is given in Figure 2. Furthermore, to obtain inte-
ger estimable ambiguities, the GNSS network needs to be connected on every phase signal,
introducing a satellite and receiver bias, since the ambiguities used as S-basis restrictions
have to be a spanning tree (ST) of the respective graph (see [21]). After initialization of
the ambiguity datum, the ambiguity remains set until a receiver or satellite experiences
a loss of all ambiguities, i.e., all ambiguities of this receiver or satellite are reset or stop
being observed. Then, this receiver or satellite is reintroduced into the GNSS network
graph with a new node, and a new datum ambiguity is introduced to complete the ST
again. In order to initialize the ST that determines the ambiguity datum, the edges are
weighted by the inverse of the respective satellite elevation. The ST with the least total
weight then determines the choice of ambiguity datum. The rationale for weighting the
edges by their respective satellite elevation is that observations from satellites with high
elevation are generally more accurate, i.e., they are less affected by measurement noise and
effects like multipath and are less likely to experience a cycle slip. When adding a new
receiver (satellite) ambiguity as a datum ambiguity, the corresponding satellite (receiver)
edge with the highest elevation is used as the ambiguity datum.
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2 freq* 
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frequencies or one code 
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ST 

Satellites 

Receivers 
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Figure 2. Connectivity in GNSS Networks: (a) For the third satellite from the left, observations on
two frequencies (“freq”) do not exist (or one code and phase observation). As a result, the ionospheric
slant delay cannot be separated from the satellite clock (when no temporal constraints are imposed),
and observations from this satellite are rank-deficient with the CC-model. (b) A connected graph and
its ST. If this is the graph of a specific phase signal, e.g., GPS L5, then the ambiguities belonging to the
ST could be used as an S-basis restriction, and the remaining ambiguities would be integer estimable.

3.2. Network and User Processing

In this chapter, the methods to process the non-rank-deficient observation, as given by
Equation (2), are presented. This entails the estimation of the parameters, the modeling of
their temporal behavior, the stochastic modeling of the observations, and the strategy to
compute the ambiguity-fixed solution.

The observations are processed sequentially with a Kalman filter. Only the forward-
filtered results are considered here to analyze the implemented methods for real-time
applications. Note that only the final satellite orbits used here are not eligible for real-time
processing. All other information could be made available in real-time. An overview of the
processing scheme is given in Figure 3. This processing scheme is valid for the network
and the user. Note that at the network level, the coordinates are not estimated, but are
constrained by their reference values. At the user level, receiver coordinates are estimated
and, in this study, compared to their reference values afterward.
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Figure 3. Processing scheme for network and user.

3.2.1. Time Update, Measurement Update

For the parameter estimation, regular Kalman filter equations are used, although no
dynamical model for the parameters is assumed. Thus, the predicted state vector at epoch
k is identical to the previously filtered state vector:

x̂k|k−1 = x̂k−1|k−1, (3)

with variance-covariance matrix (VCM)

Pk|k−1 = Pk−1|k−1 + ∆t·Sk. (4)

Here, Sk denotes the process noise matrix of the state vector x. The state vector contains all
parameters of the functional model, as defined by Equation (2). At the end of this chapter,
the process noise of the parameters are summarized in Table 3. There, the variance of the
process noises of all parameters is defined. Sk is a diagonal matrix containing the variance
of the process noise at the position of the parameter. It shall be noted that for parameters
declared “epoch-wise”, a process noise is chosen high enough that the predicted state
estimate does not significantly influence the filtered state estimate and low enough to not
cause numerical issues. Given the linearized system of the observation Equation (2),

yk + vk = Ak·x̂k|k , yk ∼ N(0, Rk), (5)

the filtered state vector and its VCM are computed with

x̂k|k = x̂k|k−1 + Kk·
(

yk − Ak·x̂k|k−1

)
, KK = Pk|k−1·AT

k ·
(

Ak·Pk|k−1·AT
k + Rk

)
,

Pk|k = (I − Kk·Ak)·Pk|k−1·
(

I − Kk·Ak·Pk|k−1

)T
+ Kk·Rk·KT

k . (6)



Remote Sens. 2023, 15, 2792 8 of 19

Here, KK is the Kalman gain and Pk|k is the VCM of the filtered state vector x̂k|k. The VCM
of the observations is denoted with Rk. Observations are assumed to be uncorrelated, and
the standard deviation for code and phase observations is modeled as a function of the
satellite elevation, as defined in Table 3.

3.2.2. Ambiguity Resolution

After every measurement update, reparameterized ambiguities are created via an
admissible Z-Transformation. Admissible Z-Transformations [22] are found for every
receiver-satellite link individually using the MLAMBDA algorithm [23,24]. The reason
why such a reparameterization of the ambiguities is introduced is explained hereafter and
demonstrated in Example 1.

Suppose we have a float estimate âk =
[
a1 · · · an

]T and its VCM Pâk âk of the ambi-

guities at epoch k. With a suitable Z-Transformation of âk, i.e., ẑk =
[
z1 · · · zn

]T
= Z·âk,

it could be possible that we can fix one (or more) of the Z-Transformed ambiguities z1, . . . , zn
to their respective integer value with high confidence, while none of the original ambiguities
a1, . . . an can be fixed. For the f float ambiguities belonging to one satellite-receiver link, it is
generally possible to find an admissible Z-Transformation where ( f − 1) ambiguities can be
fixed to integers at the first epoch they are observed or shortly after, when multi-frequency
GNSS observations are processed with the functional model defined by Equation (2). Those
are, in the scope of this work, denoted as wide-lane ambiguities. The remaining ambiguity,
which usually takes significantly longer to fix to an integer, is denoted as the narrow-lane
ambiguity. The terms wide-lane and narrow-lane are commonly used in GNSS processing
and refer to the effect a linear combination has on the combined wavelength of the phase
observations. In a wide-lane combination, the resulting wavelength is larger than the
largest original wavelength in a narrow-lane combination, the combined wavelength is
shorter than any of the original wavelengths [25]. Ambiguities can be understood to be
fixed to integer easier as their wavelength increases. This wavelength interpretation can-
not be directly applied to the Z-Transformed ambiguities. Unlike wide- and narrow-lane
linear combinations, which are based on the wavelength of the combined observations,
decorrelating Z-Transformations are entirely based on the VCM of the ambiguities. The
wavelengths of the ( f − 1) ambiguities obtained by the Z-Transformation that can be fixed
to integers relatively easily do not necessarily fit the original definition of wide-lane ambi-
guities but share the same characteristic of being easy to fix to integer, which is why they
will be denoted as wide-lane ambiguities in the scope of this work. The same applies to the
remaining narrow-lane ambiguity. The wavelength of this Z-Transformed ambiguity is not
necessarily shorter than any of the original ambiguities but remains significantly harder
to be fixed to an integer than the other reparameterized ambiguities, which is why it is
denoted as the narrow-lane ambiguity in this work.

Example 1. Reparameterization of ambiguities.

Given are the highly correlated L1, L2, and L5 float ambiguities and their VCM of a
GPS satellite, as computed at the first epoch of user processing:

â1 =

17.9401
19.7336
31.7038

, Pâ1 â1 =

10.0195 10.0001 10.0588
10.0001 10.0444 10.1137
10.0588 10.1137 10.1858

. (7)

With the MLAMBDA algorithm, we obtain a decorrelating Z-Transformation with

Z =

−9 69 −59
1 −5 4
0 1 −1

 (8)
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and the reparameterized ambiguities and their respective standard deviation read:

ẑ1 =

−670.37± 2.51
46.09± 0.15
−11.97± 0.05

. (9)

It can be seen that two ambiguities can be fixed to integers with high confidence
instantaneously. Those are denoted as wide-lane ambiguities in the scope of this research.
One ambiguity remains challenging to fix to an integer, which is here denoted as the
narrow-lane ambiguity. The wide-lane ambiguities in this example can be fixed in the
reparameterized ambiguity vector ẑ1, while no ambiguities in the original ambiguity vector
â1 can be fixed. As a result, this reparameterization can decrease the number of stochastic
parameters and increase the accuracy of the solution, as will be shown later.

Table 3. Overview of models and settings used for network and user processing.

Item Description Item Description

Observations and Corrections

Observations Raw pseudo-range and carrier phase,
signals and channels as listed in Table 1 Loading Effects

Solid Earth Tide, Pole Tide
corrected [26]
Ocean Loading Model
FES95.2 [27]

Observation
weighting * σ(ε) = σ0 + 2·σ0·exp

( ε
−30◦ · π

180◦
) Relativistic Clock Effects Shapiro Effect and orbit

eccentricity corrected

Elevation Mask 5◦ Station Coordinates Network: Fixed to Reference
Frame solution [15]

Phase Center Offset
& Variations Corrected with IGS14.atx model [28] Satellite Orbits Fixed to final Code orbit [16]

Phase Wind-Up Corrected [29] Tropospheric Mapping,
Hydrostatic Zenith Delay GPT3 [30]

Satellite Attitude Nominal Yaw-Steering [31] Earth Rotation Parameters
(ERP) Final Code ERP [16]

Parameter Estimation ** and Process Noises σ2

Receiver/Satellite
Clocks σ2 = 105 m2

s (“epoch-wise”) Zenith Tropospheric Delay σ2 = 4 mm2

h

Receiver/Satellite
Code Biases Constant parameters Ionospheric Slant Delays σ2 = 105 m2

s (“epoch-wise”)

Receiver/Satellite
Phase Biases

Constant or one reference phase clock
(see Section 3.2.3)
Reset in case of loss of ambiguity datum
(see Section 3.2.3)
GPS satellite L5 phase bias process noise

σ2 = 1 cycle2

h in all cases

Ambiguities

Constant along one
continuous satellite arc, reset
when phase observation is
detected as an outlier

Ambiguity
resolution (Network)

Success Rate > 99%, Ratio Test < 0.5 using
MLAMBDA for Integer Least
Squares [23,24]

Ambiguity resolution (User)

Ratio Test Integer Aperture
estimation [13], after
wide-lane ambiguities are
attempted to be fixed with
Success Rate > 99% and Ratio
Test < 0.5

* σ0 = 0.3 m (σ0 = 0.003 m) for code (phase) observations. Formula based on [32] with changed parameters.
** Predicted parameters at the first epoch are initialized with a high variance, to not significantly influence any
following estimates.

In most cases, the integer values of the original ambiguities belonging to one receiver-
satellite link remain unknown until all reparameterized ambiguities are fixed. Being able
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to instantaneously or near-instantaneously fix the ( f − 1) wide-lane ambiguities for every
receiver-satellite link reduces the number of parameters in the measurement update (6) and
improves the accuracy of the state estimate compared to when no wide-lane ambiguities
are introduced and fixed.

When introducing a reparameterization into the functional model, here a reparameter-
ization of the ambiguities ẑk = Zk·âk, the functional model of the observation needs to be
adjusted with

Lk + vk =
[
Ab

k Aa
k·Z
−1
k

]
·
[

b̂k
Zk·âk

]
=
[
Ab

k Aa
k·Z
−1
k

]
·
[

b̂k
ẑk

]
, (10)

with Aa
k being the design matrix corresponding to the ambiguities âk and Ab

k corresponding
to all other parameters b̂k. Instead of solving for âk, we have changed the functional model
to directly solve for ẑk.

Ambiguities at the user level are attempted to be fixed using the Ratio Test Integer
Aperture estimation approach according to the algorithm as described in [13], using a fixed
fail rate Pf = 0.5%. Compared to the conventional approach of using the Success Rate and
the Ratio Test, ambiguities are expected to be fixed faster, as the conventional approach
using a fixed Success Rate and Ratio Test threshold generally makes more conservative
assumptions. In conjunction with the Ratio Test Integer Aperture estimation algorithm, the
resulting Integer Least Squares Problem is solved by the application of the MLAMBDA
algorithm. Due to the large number of ambiguities at the network level and the compu-
tationally intensive nature of the Ratio Test Integer Aperture estimation algorithm, the
ambiguities are fixed at the network level using the conventional Success Rate and Ratio
Test approach. The minimum Success Rate is chosen at 99%, and the Ratio Test threshold
is 0.5. For the user case, wide-lane ambiguities are first attempted to be fixed with the
conventional approach, and then all remaining ambiguities, including the narrow-lane
ambiguities, are attempted to be fixed with the Ratio Test Integer Aperture estimation
algorithm.

3.2.3. Temporal Constraints on Phase Biases

As presented in the introduction, contradicting results have been published regarding
the time stability of phase biases. With a Kalman filter implementation of the UDUC
observations, different models assuming different time stability of the phase biases are easy
to implement and compare. In this study, two different methods to estimate satellite and
receiver phase biases both at the network and user levels are considered:

1. Phase Biases are estimated as constant parameters (constant phase biases);
2. An epoch-wise reference phase clock is introduced. All other phase biases are assumed

as constant parameters relative to it (reference phase clock).

Note that, in all cases, the GPS L5 satellite phase biases are assumed to vary in time
with a process noise of 1 cycle

h , due to the variation reported in [11].
To obtain one reference phase clock for each satellite and receiver, as opposed to

one for each phase bias, a reparameterization is introduced. Let x = [δ1, δ2, . . . , δn]

be the phase biases of one satellite/receiver and A =

[
1 0

en−1 −In−1

]
∈ Rn×n, where

en−1 =
[
1 1 · · · 1

]T ∈ Rn−1 and In−1 is the identity matrix of the specified dimension.
With x∗ = A·x = [δ1, δ1 − δ2, . . . , δ1 − δn]

T , we obtain a reparameterization of x containing
the reference phase bias δ1 and all other phase biases differenced to it. The reference phase
bias shall be estimated as an epoch-wise parameter, i.e., act as a phase clock, and the
differenced phase biases as constant parameters. Then the process noise matrix of x∗ is
given with Sx∗ = diag(σE, 0, 0, . . . , 0 ). When no reparameterization shall be performed, an
equivalent process noise matrix of x can be found by application of error propagation with
A·Sx∗ ·AT = σ·J. Note that A−1 = A and J denotes an all-ones square matrix.
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Network and user results are generated by the application of both approaches. The
results can then be compared in one consistent implementation to evaluate the performance
of both approaches.

4. Results

In the following chapters, the results of network and user processing are presented.
All processing is done twice: once with the assumption of constant phase biases and once
with the assumption of a separate phase clock for both receivers and satellites.

4.1. Network Results

Of interest for a user of the PPP-RTK products provided by a regional network in
real-time applications would be the time it takes for precise satellite clocks and biases to
be available, since the rise of the satellite. In Figure 4a, two metrics are displayed: the
time to first fix (TTFF) for an ambiguity-fixed solution for a satellite and the time until
the standard deviation of the satellite clock falls below a certain threshold, here 15 cm.
Computing a first fixed solution for a satellite can be done in under 10 min in almost all
cases, whereas a satellite clock better than 15 cm is expected to be available in around
20 min. Providing satellite clocks and biases to the user that have not been estimated yet
with high accuracy would not be a problem if the full VCM information of the network
parameters were transmitted to the user as well. However, since satellite clocks and biases
are usually treated as deterministic corrections on the user side, the VCM is discarded.
Discarding the VCM of the network products leads to worse results for the user [33]. This
effect, however, is less pronounced the smaller the uncertainty of the network parameters
is. In this work, the threshold for a satellite to be considered for a user is 15 cm for the
standard deviation of the satellite clock estimate. This has shown to be a good compromise
regarding the time frame in which this satellite becomes available to the user and the effect
of neglecting the VCM of the network products on the user solution.

Remote Sens. 2023, 15, x FOR PEER REVIEW 11 of 19 
 

 

4. Results 

In the following chapters, the results of network and user processing are presented. 

All processing is done twice: once with the assumption of constant phase biases and once 

with the assumption of a separate phase clock for both receivers and satellites. 

4.1. Network Results 

Of interest for a user of the PPP-RTK products provided by a regional network in real-

time applications would be the time it takes for precise satellite clocks and biases to be avail-

able, since the rise of the satellite. In Figure 4a, two metrics are displayed: the time to first 

fix (TTFF) for an ambiguity-fixed solution for a satellite and the time until the standard de-

viation of the satellite clock falls below a certain threshold, here 15 cm. Computing a first 

fixed solution for a satellite can be done in under 10 min in almost all cases, whereas a sat-

ellite clock better than 15 cm is expected to be available in around 20 min. Providing satellite 

clocks and biases to the user that have not been estimated yet with high accuracy would not 

be a problem if the full VCM information of the network parameters were transmitted to 

the user as well. However, since satellite clocks and biases are usually treated as deter-

ministic corrections on the user side, the VCM is discarded. Discarding the VCM of the 

network products leads to worse results for the user [33]. This effect, however, is less pro-

nounced the smaller the uncertainty of the network parameters is. In this work, the thresh-

old for a satellite to be considered for a user is 15 cm for the standard deviation of the 

satellite clock estimate. This has shown to be a good compromise regarding the time frame 

in which this satellite becomes available to the user and the effect of neglecting the VCM 

of the network products on the user solution. 

  

(a) (b) 

Figure 4. For brevity, only the results of constant phase bias estimation are shown. Other results do 

not differ significantly. (a) TTFF for network receivers and time until the satellite clock standard devi-

ation falls below 15 cm. Note that satellites are only considered for the user when the clock estimate 

standard deviation is below that threshold. (b) Between L1 and L5 satellite phase biases for GPS satel-

lites BLOCK IIF and IIIA differed from their starting epoch. Greater variation is apparent for GPS 

BLOCK IIF satellites, plausibly explaining the need to model the L5 satellite phase bias as a random 

walk parameter only for GPS BLOCK IIF. Each line represents a satellite arc. Only satellite arcs that 

have been observed for more than 50 epochs are shown. 

As noted in the introduction, GPS L5 phase biases are estimated as random walk pa-

rameters with the random walk process noise of 1 
cycle

h
, since significant variations of the 

L5 phase bias relative to the L1 and L2 phase biases have been demonstrated for GPS IIF 

satellites [11]. In Figure 4b, the differences between L1 and L5 phase biases are visualized 

Figure 4. For brevity, only the results of constant phase bias estimation are shown. Other results
do not differ significantly. (a) TTFF for network receivers and time until the satellite clock standard
deviation falls below 15 cm. Note that satellites are only considered for the user when the clock
estimate standard deviation is below that threshold. (b) Between L1 and L5 satellite phase biases for
GPS satellites BLOCK IIF and IIIA differed from their starting epoch. Greater variation is apparent
for GPS BLOCK IIF satellites, plausibly explaining the need to model the L5 satellite phase bias as a
random walk parameter only for GPS BLOCK IIF. Each line represents a satellite arc. Only satellite
arcs that have been observed for more than 50 epochs are shown.
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As noted in the introduction, GPS L5 phase biases are estimated as random walk
parameters with the random walk process noise of 1 cycle

h , since significant variations of the
L5 phase bias relative to the L1 and L2 phase biases have been demonstrated for GPS IIF
satellites [11]. In Figure 4b, the differences between L1 and L5 phase biases are visualized
for GPS BLOCK IIIA and GPS BLOCK IIF satellites. It can be seen that the differenced phase
biases vary a lot more for BLOCK IIF satellites, whereas the differenced phase biases for
BLOCK IIIA satellites appear to be almost constant. Note that time-varying GPS L5 phase
biases have been assumed for BLOCK IIIA and BLOCK IIF to enable a fair comparison.

4.2. User Results

In this chapter, the satellite clocks and biases as generated by the network are used
at the user level. The focus is put on analyzing the convergence time and accuracy of
the user coordinate solution. Regarding the time stability of the user coordinates, two
different assumptions are being made: user coordinates are assumed to be constant or
epoch-wise parameters. When coordinates are assumed to be constant, this is referred to
as the static coordinate solution. The case of epoch-wise parameters is referred to as the
kinematic coordinate solution. The processing at the user level is done for multi-frequency
observations in Section 4.2.1 and for dual frequency observations in Section 4.2.2 to assess
the advantages of the multi-frequency approach regarding the convergence time of the
coordinate solution.

4.2.1. Multi-Frequency

To evaluate the performance of the generated forward-filtered PPP-RTK network
products, observations of multi-frequency and multi-GNSS receivers with known long-
term reference positions are processed. To enable a fair comparison between the constant
phase bias and the reference phase clock approach, the same observations are processed
in both approaches. More specifically, only satellites are processed at epochs where their
classic code satellite clock estimate has a standard deviation of 15 cm in the constant
phase bias approach. In total, 17 receivers observing all GNSS listed in Table 1 have been
processed, and 23 hourly static and kinematic coordinate solutions have been computed
for every receiver. The first hour has been discarded, as the results in the first hour would
be degraded by the fact that significantly fewer satellites would be available for the user,
especially in the first 20 min. Out of all computed solutions, one has been discarded, as the
computed coordinate solution had a significant offset to the reference solution, most likely
caused by a faulty ambiguity resolution.

In Figure 5, the coordinate differences between the 1-hour static coordinate estimates
and the long-term EUREF reference position and the mean position of all 23 hourly constant
coordinate solutions are visualized. It can be seen that highly accurate static solutions can
be computed in one hour, with the RMS of the horizontal components being around 5 mm
and 7 mm for the north and east components, respectively, when compared to the reference
and mean solutions. The RMS of the vertical offset is around three times larger than that of
the horizontal offset and also has a significant bias of almost 1 cm when compared to the
reference solution.

Comparing the two different approaches regarding the receiver and satellite phase
biases, the differences in the horizontal components are negligible and below 1 mm in all
cases. Introducing a reference phase clock has increased the mean difference to the reference
solution by 2 mm, while the precision has improved by slightly below 1 mm. Considering
the negligible differences the two approaches have on the static receiver coordinate solution,
the following results are only presented for the constant phase bias approach in order to
keep the presented results concise.

In Figure 6a, the temporal information of the generated static and kinematic solutions is
visualized. It can be seen that even with no regional atmospheric corrections, fast ambiguity
resolution is possible. For 77% of all solutions, ambiguity resolution was achieved in three
epochs or fewer for both static and kinematic receiver coordinates. In 91% of all cases, a
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fixed solution could be computed after five epochs or fewer, and in 99% of solutions, in
20 epochs or fewer. The fastest TTFF is achieved in two epochs, which happened in 7% and
6% of all cases for the static and kinematic cases, respectively. It is important to note that
this was achieved with an average of around 24 visible satellites. It was observed that some
receivers had better performance regarding the quality of their solution and the TTFF. No
significant differences in ambiguity resolution performance between static and kinematic
receivers were observed; hence, the bar plots in Figure 6a mostly overlap.
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Figure 5. One-hour static coordinate solution north, east, and up differences to the reference and mean
solutions, further comparing the differences between constant phase biases and a phase reference clock.

Note that a fixed solution is only computed when at least five satellites are fixed,
although in more than 97% of all cases, the first fixed solution was computed with at least
10 fixed satellites. A satellite is considered fixed when all ambiguities about it are resolved.
In 92% of all cases, more than 80% of satellites have been fixed at the last epoch. A failure
to fix all satellites at the last epoch could be due to some satellites not being observed long
enough or cycle slips that have been previously introduced but not repaired yet, but it
does not necessarily imply a failure of the satellite clocks and biases to enable ambiguity
resolution at the user level.

Next, we take a closer look at the kinematic coordinate solutions. In Figure 6b, the
temporal variation of the mean and the 0.95-quantile horizontal and vertical difference
from the reference position are shown. After 1 min, the mean horizontal and vertical offsets
are 3.9 cm and 11.0 cm, respectively, and after 2 min, they are 2.0 cm and 6.1 cm. The
horizontal 0.95-quantile converges to an offset of around 2.5 cm after 3 min, while it takes
around 6.5 min for the 0.95-quantile of the vertical offset to converge to around 7.5 cm.

At last, we take a closer look at the single epoch positioning performance and how
it is affected by the fixing of the reparameterized wide-lane ambiguities. In Figure 7, the
coordinate residuals correspond to the reference position at the first epoch of each hourly
solution. The residuals are shown for the case that no wide-lane ambiguities are fixed to
integers and for the case that wide-lane ambiguities are attempted to be fixed to integers.
It can be seen that the reparameterization of the ambiguities and subsequent ambiguity
resolution of the wide-lane ambiguities drastically improve the instantaneous positioning
accuracy. The RMS of the north coordinate residuals improves from 29 cm to 10 cm, the
RMS of the east residuals from 26 cm to 8 cm, and the RMS of the vertical residuals from
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127 cm to 59 cm. The mean residuals improve slightly or remain comparable. The mean
north residual is 1 cm in both cases, the mean east residual improves from −2 cm to −1 cm,
and the mean vertical residual improves from 8 cm to 5 cm.
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Figure 6. Visualizing the temporal characteristics of the user solution. Kinematic processing refers to the
epoch-wise estimation of user coordinates, using static coordinates as constant parameters. Processing is
done with the constant phase bias assumption. Note that the temporal resolution of the observations
used is 30 s. (a) Epochs to first fix (ETTF) for kinematic and static processing and the number of satellites
observed and fixing rate (ratio of fixed to observed satellites) at the last epoch. (b) Horizontal and
vertical distances of estimated receiver coordinates (kinematic) to the reference position.
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4.2.2. Dual-Frequency

In the previous chapter, the performance of multi-frequency and multi-GNSS PPP-RTK
with no regional atmospheric corrections was accessed. Many other contributions, like those
mentioned in the Introduction [3,4,6], are based on dual-frequency observations. Especially
the common approach to PPP-RTK, where ionospheric-free code and phase observations
are processed in combination with the Melbourne–Wübbena linear combination [34,35],
which makes use of only dual-frequency observations. To gain further insight into the
benefits of a multi-frequency approach over a dual-frequency approach, user processing
is repeated and limited to two frequencies. In this chapter, we take a closer look at how
dual-frequency affects the convergence time of the kinematic user coordinate solution
when compared to a multi-frequency approach. For this, the static phase bias PPP-RTK
products are used again to compute kinematic coordinate solutions with dual-frequency
observations. The two frequencies used are the first two frequencies of each GNSS listed in
Table 1.

In Figure 8, the performance of the presented methods is visualized for kinematic
coordinate solutions. When compared to the results of the multi-frequency processing (see
Figure 6), it is clear that the time until an accurate ambiguity-fixed solution is available
significantly increases. While a fixed solution was achievable in three or fewer epochs in
most cases with multi-frequency observations, this increased to seven or fewer epochs.
Specifically, a fixed solution was achieved in seven epochs or fewer in 71% of all cases. In 10
and 20 epochs or less, a fixed solution was found in 94% and 97% of all cases, respectively.
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Figure 8. Visualizing the temporal characteristics of the user solution. Similar to Figure 6, except that
the results for dual-frequency processing are shown.

With the presented methods of wide-lane ambiguity resolution, it was not possible in
any case to fix the wide-lane ambiguities in the first epoch. The single epoch positioning
results are thus not differentiated in Figure 9. This leads to worse single epoch positioning
performance when compared to the wide-lane fixed multi-frequency counterpart. When
compared to the no wide-lane fix multi-frequency results, the dual-frequency results are
still worse. The rms of the single epoch’s north, east, and vertical residuals are given as
39 cm, 31 cm, and 156 cm, respectively.
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5. Discussion and Outlook

The results show that an ambiguity-fixed precise coordinate solution with PPP-RTK
without regional atmospheric corrections can be reduced to just a few epochs when multi-
frequency multi-GNSS observations with a temporal resolution of 30 s are used in ideal
conditions at the user level. When only dual-frequency observations are available, the single
epoch positioning accuracy decreases significantly as a result of no wide-lane ambiguities
qualifying for instantaneous ambiguity resolution. Furthermore, the minimum number of
epochs required to achieve an ambiguity-fixed solution increases significantly when only
dual-frequency observations are considered by the user. These results have been achieved
with a regional network based in Europe, where only forward-filtered network products
have been considered and no regional atmospheric corrections have been used. In theory,
the results should be similar when global networks are considered. The reason is that
satellite and station coordinates were fixed at the network level, so the only remaining
parameter that is affected by the network geometry, i.e., the spatial distribution of the
reference receivers, is the wet tropospheric zenith delay. The relevant network products for
the user, i.e., satellite clocks and biases, are non-geometric parameters. In cases where the
spatial distribution of reference receivers is not large enough, a rank deficiency between
the wet tropospheric zenith delay and the satellite clock occurs, as described in [2]. This
is, however, not applicable to the network considered here, as the spatial distribution is
sufficient. As a consequence, the quality of the user solution and the time to fix it should
not significantly depend on the distance of the user receiver from the reference stations,
as long as it can be assumed that satellite clocks and biases estimated by the reference
stations are available for the satellites observed by the user. This, of course, cannot be the
case if the rover is too far away from the reference network and observes a different set
of satellites. In this study, final satellite orbits are used that are generally only available
for post-processing applications. In the event that PPP-RTK corrections were to be made
available in real time, the repeatability of these results using predicted satellite orbits needs
to be investigated further.

For 30 s observations, it was shown that ambiguity resolution can be achieved in
just a few epochs in most cases. It needs to be further investigated how these findings
translate to high-rate observations, as they are of higher relevance in kinematic applica-
tions. The methods presented here can also be used to process high-rate observations at
the network and user levels. However, new problems may arise that were not present
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in 30 s observations. One issue that becomes more prevalent when high-rate observa-
tions are considered is the temporal correlation of especially code observations, as shown
by, e.g., [36], where significant correlation for up to 10 s was observed for all signals.
This could influence the validity of the stochastic assumptions that were made for the
30 s observations. Furthermore, it may be unrealistic to expect high-rate observations to
be processed at the network level and the satellite clocks made available to the user at,
e.g., each second. In cases where the observation sampling rate of the user receiver exceeds
that of the reference network, one must think about extrapolating satellite clocks and how
their quality decreases as time passes. The first part could be solved by adding a satellite
clock drift to the state vector. The latter part needs to be investigated for different satellite
clocks as the time stability between satellite clocks varies.

The estimation of all receiver and satellite phase biases as constants compared to
introducing a reference phase clock has led to negligible differences in the estimation of the
user point position. With the introduction of the GPS L5 satellite phase bias as a random
walk parameter, a notable difference in the temporal variation between the L5 and L1 biases
for GPS BLOCK IIIA and IIF satellites has been observed, in the sense that BLOCK IIF
biases appeared to have a significantly higher temporal variation, confirming the findings
in [11].

For real-time applications, where latency between the network products and the user
solution is expected, modeling the uncertainty of network parameters over time becomes
relevant. Especially the modeling of the VCM of the network products becomes increasingly
relevant as latency increases, as shown in [33]. In this study, only satellites with a satellite
clock estimate of a standard deviation of 15 cm or better were considered for the user
processing since satellite clocks and biases were considered deterministic corrections. In
cases where the VCM or an approximation thereof is used for the network parameters,
this condition can be discarded. For a regional network, this would generally increase the
number of available satellites for the user and eliminate or reduce the errors introduced by
neglecting the VCM of the network parameters.

The functional model can be further improved by also using GLONASS satellites.
Generally speaking, FDMA GLONASS satellites have a weaker functional model regarding
the estimation of integer-valued ambiguities (see [5]), but nevertheless, a strengthening of
the functional model is to be expected when more satellites are available. In addition to the
GLONASS observations, the functional model can be further strengthened by introducing
pseudo-observations in the form of ionospheric slant delays computed by regional network
stations and interpolated to the user position like it was done, e.g., in [37,38]. Of further
interest would be the density of reference stations required to compute the regional atmo-
spheric corrections to significantly strengthen the functional model and possibly enable
instantaneous or more reliable ambiguity resolution in combination with the methods used
in this study. With these improvements in the functional model, the availability of a fixed
solution in just a few epochs can hopefully be further increased.
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