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Abstract: Video Synthetic Aperture Radar (ViSAR) operating in spotlight mode has received widespread
attention in recent years because of its ability to form a sequence of SAR images for a region of interest
(ROI). However, due to the heavy computational burden of data processing, the application of ViSAR
is limited in practice. Although back projection (BP) can avoid unnecessary repetitive processing of
overlapping parts between consecutive video frames, it is still time-consuming for high-resolution
video-SAR data processing. In this article, in order to achieve the same or a similar effect to BP
and reduce the computational burden as much as possible, a novel time-frequency sub-aperture
technology (TFST) is proposed. Firstly, based on azimuth resampling and full aperture azimuth
scaling, a time domain sub-aperture (TDS) processing algorithm is proposed to process ViSAR data
with large coherent integration angles to ensure the continuity of ViSAR monitoring. Furthermore,
through frequency domain sub-aperture (FDS) processing, multiple high-resolution video frames
can be generated efficiently without sub-aperture reconstruction. In addition, TFST is based on the
range migration algorithm (RMA), which can take into account the accuracy while ensuring efficiency.
The results of simulation and X-band airborne SAR experimental data verify the effectiveness of the
proposed method.

Keywords: video synthetic aperture radar (ViSAR); time-frequency sub-aperture technique (TFST);
range migration algorithm (RMA); high resolution

1. Introduction

As active sensors, synthetic aperture radars (SARs) provide high-resolution images
under any weather conditions and at any time of day [1–4]. In recent years, many types
of improved SAR systems have emerged. Among these, video-SAR (ViSAR) has attracted
much attention due to its ability to provide consecutive views of a region of interest
(ROI) [5–12]. Different from traditional SARs, which focus on a single ROI at a time, the
update period of ViSAR images can be less than the synthetic aperture time, so that changes
can be captured as they occur [5]. In general, ViSAR mainly works in spotlight mode to
extend the monitoring time of the target, during which the radar platform either flies by or
circles an ROI [6,8,13]. Due to the high update rate and high resolution of ViSAR images,
moving objects can be tracked visually, including their direction, movement start and
stop, trajectory and even speed. Moreover, the ViSAR imaging mode can also be applied
to consistent and inconsistent change detection during a single pass or between passes,
three-dimensional imaging and so on [6].

ViSAR requires consecutive high-resolution observation of the ROI, so there is a
significant information overlap between consecutive video frames. The duplication of
signal processing operations by the sub-aperture in each frame can be avoided to reduce
the computational complexity. According to the analysis in [5], the back projection (BP)
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algorithm [14,15] is an ideal solution for video-SAR imaging because it allows highly
parallel processing and avoids repeated calculation of overlapping parts. However, it
is quite time-consuming. Song et al. [8] further reduced the processing complexity of
ViSAR data by dividing the scene into a general region and an ROI using the fast back
projection (FBP) algorithm [16–18]. Jian et al. [19] proposed a spaceborne ViSAR image
algorithm based on sub-aperture extended chirp scaling processing. In that study, the
frequency sub-bands of the sub-apertures were combined to achieve the required high
azimuth-resolution ViSAR image. However, as the number of scenes in video increases,
generating all frames still requires a lot of calculations, even at the expense of spatial
resolution [8], which may result in some targets being missed. To reduce the data sampling
rate while achieving similar or better imaging performance, low-rank tensor recovery was
introduced into ViSAR imaging [20]. However, reducing the sampling rate more or less
means loss of information.

In addition to spotlight mode ViSAR, Yamaoka et al. [21] and Kim et al. [10] proposed
ViSAR imaging algorithms in stripmap mode. The results of the airborne Ku-SAR ex-
periment in [21] showed that stripmap mode ViSAR can also offer indications of moving
targets. Further, a new stripmap mode ViSAR data processing method based on a wide-
angle antenna using Doppler shifting was proposed in [10]. At the same time, this method
performs signal processing based on the range-Doppler algorithm (RDA). Compared to
the BP algorithm, the corresponding amount of calculations is reduced. Although the
processing algorithm and stripmap mode ViSAR data acquisition are relatively simple, the
observation time is limited.

In this paper, we propose a novel time-frequency sub-aperture technique (TFST) for
high-resolution ViSAR data processing. For airborne spotlight mode SAR, it is easy to
achieve a coherent integration angle of 30°, so the SAR raw data can be divided into several
large time domain sub-apertures (TDSs) and each TDS can reach 10° or more. At the
same time, in practice, multiple TDSs can be processed in parallel to further improve the
efficiency of ViSAR data processing. Consequently, the key is to focus the TDS accurately.
The extended two-step approach (ETSA) proposed in [22] can handle a coherent integra-
tion angle of 12.5° with a full-aperture when the squint angle is 3°. However, when the
squint angle is larger, the performance of ETSA decreases. Therefore, based on azimuth
resampling [23] and full aperture azimuth scaling [22], an improved ETSA (IETSA), the
first part of TFST, is proposed to process ViSAR data with large coherent integration angles
to ensure the continuity of ViSAR monitoring.

Then, the result of TDSs processed by IETSA is converted into the Doppler domain and
based on the expected frame rate and resolution of the video frame, the Doppler spectrum is
then divided into multiple frequency-domain sub-apertures (FDSs). Furthermore, through
FDS processing, multiple high-resolution video frames can be generated efficiently without
sub-aperture reconstruction. Finally, the sequence is sorted according to the center time
corresponding to each FDS to obtain the consecutive video frames.

The core of TFST is the joint processing of TDS and FDS. TDS is used to avoid unneces-
sary repetitive processing, while FDS is used to form consecutive video frames. Moreover,
due to the TFST being based on the range migration algorithm (RMA or omega-k algo-
rithm) [24–26] and video frames being formed by FDS processing without sub-aperture
reconstruction, TFST can balance accuracy while maintaining efficiency.

Further, the novel contributions of this paper can be summarized as follows.

(1) A full-aperture processing algorithm IETSA, which can be used for squint spotlight
SAR data with large coherent integration angle, is proposed.

(2) A high-resolution ViSAR data processing algorithm TFST based on TDS and FDS,
which can balance imaging quality and efficiency, is proposed.

(3) A series of high-resolution video frames can be acquired without sub-aperture reconstruction.
(4) The detailed processing of accurate motion error compensation is given.
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2. Geometric Model of Spotlight ViSAR and Problem Statement

The ViSAR system operating in staring spotlight-mode can illuminate the same area
continuously using beam steering. It is not limited by the beam width, so it can achieve
higher azimuth resolution and longer video observation times. Figure 1 shows the data
acquisition geometry of staring spotlight-mode ViSAR. In this figure, the SAR sensor travels
along the x-axis at an effective velocity v. R0 is the closest range from the center of scene O
to the trajectory. R(η) is the instantaneous slant range and ηstart and ηend are the starting
and ending times of the recording, respectively. θsyn is the relative rotation angle between
ηstart and ηend. The length of AD is the full synthetic aperture length Ls and BC is the
sub-aperture length Lv f (where Lv f ≤ Ls) corresponding to a video frame. The value of Lv f
depends on the desired azimuth resolution ρa of a video frame. Assuming that θv f is the
coherent integration angle corresponding to a video frame, then it can be expressed as [27]:

θv f ≈ 2arcsin
(

λcγa,w

4ρa

)
(1)

where λc is the central wavelength and γa,w is the mainlobe-broadening factor introduced
by windowing.

Assuming that the coordinates at azimuth times ηB and ηC are (Xb, Yb, Zb) and (Xc, Yc, Zc),
respectively, then Lv f can be approximately expressed as [28]:

Lv f = max

(
−b +

√
b2 − 4ac

2a
,
−b−

√
b2 − 4ac

2a

)
−Yb (2)

where

a = X2
b cos(θv f )

2 + Y2
b cos(θv f )

2 −Y2
b

b = −2X2
bYb

c = X2
bY2

b cos(θv f )
2 + X4

b cos(θv f )
2 − X4

b ,

(3)

and Xb = Xc, Zb = Zc.
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Figure 1. Geometric model of spotlight ViSAR data acquisition.

Spotlight mode has longer monitoring time than strip mode, is more practical than
circular SAR and is easy to extend to spaceborne ViSAR. However, the large computational
complexity limits the real-time monitoring of ViSAR. Therefore, an efficient ViSAR data
processing algorithm suitable for spotlight mode is necessary.

In this paper, a novel TFST is proposed to improve the processing efficiency of high-
resolution ViSAR data. In particular, TFST focuses on three main issues. First, due to the
influence of atmospheric turbulence, it is necessary to compensate the motion error. In ad-
dition, in order to perform video monitoring for a long time and reduce the computational
burden, it is necessary to be able to process slant spotlight SAR data with full aperture.
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Finally, a series of video frames can be efficiently acquired. Moreover, TFST is validated by
simulation and experimental airborne X-band data.

3. Methods

It is assumed that the radar transmits a linear frequency-modulated (LFM) signal with
a duration of Tr. Then, the demodulated echoes of a TDS can be expressed as

ss(τ, η) = wr

(
τ

Tr

)
wa

(
η

TTDS

)
· exp

(
jπKr

(
τ − 2R(η)

c

)2
)

exp
(
−j

4πR(η)
λ

) (4)

where τ and η are the fast and slow times, c is the propagation speed of light, Kr is the
frequency modulation rate of the transmitted chirp signal, λ is the wavelength, TTDS is the
azimuth duration corresponding to the TDS and wr(·) and wa(·) represent the envelope of
the transmitted signal and the azimuth window function, respectively.

Then, the echo signal in the range frequency and azimuth time domains is given
as follows.

Ss( fr, η) = Wr( fr)wa

(
η

TTDS

)
× exp

(
−jπ

f 2
r

Kr

)
exp
(
−j

4π( fc + fr)R(η)
c

) (5)

where fr is the range frequency, fc is the central transmitted frequency and Wr(·) is the
Fourier transform of wr(·).

3.1. Azimuth Preprocessing in TFST

Lanari et al. [29,30] proposed the two-step approach (TSA) based on azimuthal time-
domain convolution to solve the azimuthal aliasing problem of spotlight/sliding spotlight
mode. The reference function used for azimuth deramping in TSA is

sre f (η) = exp

(
j2π

(vη)2

Rre f

fc

c

)
(6)

where Rre f denotes the reference range and equals the closest approach R0 of the scene
center in the staring spotlight mode.

In the case of a large transmitted signal bandwidth, a significant deviation of the
instantaneous range frequency from fc will cause the Doppler bandwidth after spectral
analysis to be much larger the than pulse repetition frequency (PRF) [31,32]. Liu et al. [31]
proposed to use a range-frequency-dependent reference function to mitigate this aliasing effect:

Sre f ( fr, η) = exp

(
j2π

(vη)2

Rre f

fc + fr

c

)
. (7)

The range-frequency-dependent Doppler centroid of Ss( fr, η) for the more generalized
squinted SAR geometry was proposed in [22]:

fdc( fr) =
2vsin(θ0)( fc + fr)

c
(8)

where θ0 is the squint angle of the aperture center corresponding to a certain TDS and the
nominal Doppler centroid is
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fdc0 =
2vsin(θ0) fc

c
. (9)

Then, the azimuth time-domain convolution can be expressed as [22]

sa( fr, η) =
∫ TTDS/2

−TTDS/2
Ss( fr, t) · exp(−j2π fdct)

· Sre f ( fr, (η − t))dt

= Sre f ( fr, η) ·
∫ TTDS/2

−TTDS/2
Ss( fr, t)

· exp(−j2π fdct) · Sre f ( fr, t)

· exp(j2πKrotηt)dt

(10)

where

Krot( fr) = −
2v2( fc + fr)

c · Rre f
. (11)

The operation of (10) can be broken down into deramping, Fourier transform and
phase compensation. Then, Fourier transform is applied on the azimuth time η to obtain
the 2−D frequency spectrum SSa( fr, fa)

SSa( fr, fa) = FFT
(

sa

(
fr,− PRF

N · Krot
m
))

(12)

where m = −N
2 , . . . , N

2 − 1 and N must satisfy

N ≥
PRF(Bb + Brot + Bsq)

Krot0
(13)

where Bb = 2vcos(θ0)θbw/λc is the azimuth beam bandwidth, Brot = |Krot0| · TTDS is the
Doppler bandwidth extended by steering of the beam, Bsq = 2vBr sin θ0/c is the squinted
Doppler bandwidth and Krot0 is the nominal Doppler frequency modulation rate

Krot0 = − 2v2 fc

c · Rre f
. (14)

To correctly focus the signal of (12), two problems need to be solved. One is the non-
uniform sampling of the azimuth spectrum due to the range-frequency-dependent Krot [22].
The other is the significant range–azimuth coupling effect occurring in highly squinted
SAR. The Doppler spectrum resampling proposed in [22] can solve the first problem, but
cannot be used to overcome the second problem.

Although the range-azimuth coupling is weakened by (10), it is mainly aimed at
the linear term of the range cell migration (RCM) and the real closest slant range of the
target in the same range cell may be different; therefore, migration residuals still exist
after RCM correction (RCMC). According to the principle of equivalent array in [23], in
order to make the echo data received by the linear array (LA) and its equivalent array (EA)
with a projection angle of θ0 completely equivalent, the relationship between the Doppler
frequency of LA and EA can be expressed as:
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faEA = cos(θ0)
2
(

faLA +
v
λ

sin(θ0)
)

− sin(θ0)cos(θ0)

√( v
λ

)2
−
(

faLA +
v
λ

sin(θ0)
)2

,
(15)

where faLA and faEA represent the Doppler frequencies of the echo data of LA and EA,
respectively. Further, for high-resolution SAR data, considering the round-trip delay, it can
be further expressed in the 2−D frequency domain as

fanew = cos(θ0)
2( fa + fdc)− sin(θ0)cos(θ0)

·

√(
2v( fc + fr)

c

)2

− ( fa + fdc)2,
(16)

where fanew is the new azimuth frequency after azimuth resampling on (12) and

fa = k · ∆ fa, k = (−N
2

, . . . ,
N
2
− 1), (17)

where

∆ fa = (
|Krot|
PRF

). (18)

Then, the equivalent new PRF is

PRFnew = max( fanew)−min( fanew). (19)

where max(·) and min(·) represent the maximum and minimum operators, respectively.
After azimuth resampling, the classic broadside SAR imaging algorithm can be used

to focus the squint SAR data [23]. Next, it will be explained how the azimuth resampling
completes the uniform sampling of (12).

From [22], we know that in order to align the sampling grids, we need to implement
the following change of variables:

k · ∆ fa + fdc = k · ∆ fa0 + fdc0 (20)

where

∆ fa0 =
|Krot0|
PRF

. (21)

After azimuth resampling, the squint angle θ0 is equal to 0 [23], so fdc = fdc0 ≡ 0. In
addition, fanew can be generated at equal intervals according to (16). The 2−D spectrum
SSa( fr, fa) can then be resampled in azimuth to align the sampling grids:

SSa( fr, k · ∆ fa)⇒ SSa( fr, k · ∆ fanew) (22)

where ∆ fanew = (PRFnew/N).
Therefore, after azimuth resampling the 2−D spectrum is sampled uniformly and is

equivalent to the spectrum of the broadside mode, as shown in Figure 2. The corresponding
simulation parameters are listed in Table 1. Comparing Figure 2a,b, the signal spectrum
after azimuth resampling is equivalent to the broadside SAR. At the same time, the effective
velocity v is transformed into vcos(θ0).
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Table 1. Point Target’s Simulation Parameters.

Parameters Value

Carrier frequency 9.6 GHz
Velocity 116 m/s
Height 6376.5 m

Incidence angle 54.5°
Signal bandwidth 1200 MHz

Sampling frequency 1400 MHz
Signal pulse duration 6.7 µs

Pulse repetition frequency 3000 Hz
Length of antenna 0.495 m

Scene size (Range × Azimuth) 1.0 km × 0.8 km

(a) (b)

Figure 2. 2−D spectrum resulting from IETSA (a) before and (b) after azimuth resampling, with a
squint angle of 15° and a coherent integration angle of 10°.

Then, the product of the 2−D spectrum SSa( fr, fanew) and the frequency domain phase
compensation function Scom will be the same as the spectrum of a broadside SAR:

SS( fr, fanew) = SSa( fr, fanew) · Scom (23)

where

Scom = exp

(
−j

π · ( f̂anew)
2

Krot

)
(24)

Therefore, the existing broadside imaging algorithm can be used to process the
data [23]. According to (16), f̂anew can be expressed as

f̂anew = fanew + sin(θ0) ·
√
|B− A2| − fdc (25)

where

B =
fanew

cos(θ0)
, (26)
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and

A =

(
2v · ( fc + fr)

c

)2

. (27)

Next, the classical frequency domain algorithm RMA can be used to accomplish
range cell migration (RCM) correction and range compression. In this manner, we can
obtain sSrcmc(R(η), fanew) for azimuth scaling, where R(η) is the slant range, not the closest
approach defined in [22].

3.2. Modified Full-Aperture Azimuth Scaling

It is necessary to solve the problem of slow time-domain aliasing of high-resolution
SAR data using TSA. Zhu et al. [22] developed a full-aperture azimuth scaling technique
based on the azimuth scaling of [33–35] and combined motion compensation (MoCo) and
autofocusing [34,36], which can effectively solve this problem. However, the processing
here is based on the signal obtained after azimuth resampling, which is different from
the Doppler Spectrum Resampling in [22], so the full-aperture azimuth scaling needs
further modification.

Similar to sub-aperture azimuth scaling, full-aperture azimuth scaling can be expressed
as [22]

β(R, η) = F−1[sS(R, fanew)] · exp
[
−jπKa(Rscl) · η2

]
(28)

where F−1 is the inverse Fourier transform, Rscl is the reference range and

sS(R, fanew) = sSrcmc(R, fanew)

· exp
(

j
4π

λ
· R · (D( fanew)− 1)

)
· exp

(
−j

π f 2
anew

Ka(Rscl)

)
,

(29)

and

D( fanew) =

√
1−

λ2 · f 2
anew

4v2 , (30)

and

Ka(Rscl) = −
2v2

λ · Rscl
. (31)

Then, as detailed in Appendix A, the dechirped signal for slow time-domain error
compensation is obtained by applying the IFFT to (A4) and can be expressed as

β(R, k · ∆η) = IFFT(Γ(R, k · ∆ fanew)). (32)

where ∆η = −(∆Fanew /Ka(Rscl)) is the sampling interval of the slow time domain.
Figure 3 shows the specific flow diagram of azimuth scaling and slow time domain

error compensation and the scaling function used in the proposed algorithm is [22]

Hscl( fanew) = exp
(

j
π

Ka(Rscl)
(δ− 1) f 2

anew

)
(33)
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where δ = Rscl/R, the phase perturbation function is

Hphp(ηnew) = exp
(

jπ
Ka(Rscl)

δ
η2

new

)
(34)

where

ηnew =
k

PRFnew
(35)

and the inverse scaling function Hins( fanew) is the conjugate of Hscl( fanew).

MoCo.&Autofocusing

Slow Time Reverse

Azimuth FFT

Azimuth IFFT

Equation (A3)
Scaling Function:

 Equation (33) 

Phase Perturbation 

Function: 

Equation (34)

Inverse Scaling 

Function:

sclH

phpH

insH

Azimuth 

Scaling 

Figure 3. Flow diagram of azimuth scaling and slow time domain error compensation.

3.3. Motion Error Compensation in TFST

In addition, since airborne SAR is susceptible to atmospheric turbulence, motion
compensation is essential. First, according to the motion compensation scheme proposed
in [37], the phase error and envelope displacement between the real and ideal trajec-
tories are compensated by using inertial navigation system and inertial measurement
unit (INS/IMU) measurements.

The residual phase error after MOCO using INS/IMU data is

Φe( fr, η) = exp(−j
4π

c
( fc + fr)∆R(η)), (36)

where ∆R(η) is the slope range residual error. After azimuth preprocessing, it can be
expressed as [23]

Φe( fr, ηnew) = exp(−j
4π

c
( fc + fr)∆R(ξ(ηnew))), (37)

where ξ(ηnew) is a function of ηnew and its analytical relationship does not need to be
considered here.

Then, through the modified full-aperture azimuth scaling processing, the traditional
PGA [38] can be used to estimate the residual phase error and the specific motion compen-
sation process is shown in Figure 4.

3.4. Fundamentals of TFST

Different from traditional sub-aperture methods [6,8,29,30], in our method the TDS is
required to be as large as possible, as shown in Figure 5. In addition, Figure 6 shows the
corresponding relationship between TDS and FDS. It shows how to concatenate the video
frame sequence formed by multiple TDSs. In the experimental data processing, the TDSs
are sequentially processed by sliding in the time domain and multiple FDSs are generated
in the frequency domain to form a series of video frames. In particular, TDSn represents
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the nth TDS and the segment marked in yellow represents the overlapping parts (OPs)
between TDSn and its two adjacent TDSs, to ensure that video frames formed by multiple
TDSs can be smoothly connected.

Azimuth 
Preprocessing

RMA
Full-Aperture 

Azimuth Scaling
PGA & Azimuth 

Focusing
MoCo Using 
INS/MU Data

af

r

x

r

x

r

x

r r

af

Figure 4. Flow chart of motion compensation.

Moreover, it is necessary to analyze the influence of the OPs on the amount of cal-
culations. We performed an experiment with the parameters shown in Table 1. Figure 7
shows the ratio of OPs to TDSs with a coherent integration angle of 10° and a range reso-
lution of ρr = 0.1249 m. Owing to the very high range resolution, even if ρa/ρr is 7, then
ρa = 0.8743 m, which is still less than 1 m. Referring to Figure 7a, it can be seen that the
amount of calculations incurred by the OPs is tiny. Furthermore, comparing to Figure 7a,b,
it can be found that the influence of OPs on Ka-band ViSAR is almost negligible, which
reveals the application potential of the proposed algorithm.

Slow time

Range

Target

APC

O1nTDS −

nTDS

1nTDS +

Doppler frequency

Power
Doppler 

spectrum

0

One-to-one 

correspondence

Figure 5. Schematic diagram of the formation of TDS. In addition, it can be seen that there is a
one-to-one correspondence between Doppler frequency and beam direction for spotlight mode SAR.
“APC” (purple dots) is the antenna phase center of transmission and reception in the slow time
domain direction.
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FDS

sL

Overlapping parts

FD
TD

FFT
FFT

FFT

NodeA B C D

a b

b c
c d

1nTDS −

nTDS

1nTDS +

(a)

Image

1

frameN

1

frameN

FDS

IFFT

Time

(b)

Figure 6. Correspondence between TDS and FDS (a). TD means ‘time domain’; FD means ‘frequency
domain’. TDSn−1, TDSn and TDSn+1 correspond to those in Figure 5, respectively. A schematic
diagram of the formation of multiple video frames (b) and N f rame represents the total number
of FDSs.

(a) (b)

Figure 7. The ratio of OPs to TDSs with a coherent integration angle of 10°. (a) X band; (b) Ka band
with carrier frequency 35.6 GHz. The other parameters are the same as in Table 1.

The complete flow diagram of high-resolution ViSAR data processing is shown in
Figure 8 and it consists of two main steps: TDS processing, which corresponds to the first
part of TFST and FDS processing, which corresponds to the second part of TFST. In (A),
the areas marked by red, green and blue boxes, respectively, illustrate the division of TDS
in a two-dimensional time domain, which corresponds to Figure 5. Next, M TDSs can be
processed by IETSA in parallel and the output is shown in (B). Corresponding to (A), (C)
shows the division of N FDSs. Moreover, a geometric correction is applied to remove the
distortion introduced by azimuth resampling [23]. The final output is shown in (D); thus, a
series of video frames for generating video are obtained.
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the number of FDSs generated by one TDS. This implies the assumption that the number of FDSs
divided by each TDS is the same. The x and r in (B) represent the azimuth and range coordinates in
the image domain, respectively.

To further explain TFST, the time-frequency diagram of the formation of multiple
video frames is shown in Figure 9. It can be seen that multiple video frames of desired
resolution can be obtained without sub-aperture reconstruction.
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Figure 9. Time frequency diagram of generating multiple video frames. The different directions of the
point targets in the image domain in the last column represent different observation times. Geometric
correction is performed by default after azimuth IFFT. In particular, (A) and (C) correspond to those
in Figure 8, respectively.
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Next, the specific parameter design scheme is given. The synthetic aperture time
corresponding to the l-th FDS is

TFDS,l =
R0(tan(θstart,l)− tan(θend,l))

v
, (38)

so, the frame rate can be expressed as follows

F =
1

TFDS · (1− α)
. (39)

where l = 1, . . . , N f rame and N f rame is the total number of FDSs, θstart,l and θend,l are the
start and end squint angles corresponding to the l-th FDS and α is the overlap rate. In
practice, to obtain the minimum frame rate, we can use the maximum value of TFDS,l
for TFDS.

The Doppler bandwidth corresponding to an FDS is [39]

Bdop =
2v cos θrc

λc
θv f . (40)

where θrc is the squint angle at the center of the aperture.
It can be seen that for a fixed frame-length ViSAR, the θv f of different FDSs is slightly

different due to the change in the squint angle. In practice, the frame-length, Bdop, is
obtained at the aperture center.

Then, the overlap rate α is obtained using (39) and the desired frame rate. Therefore, a
series of FDSs can be formed in the Doppler domain, as shown in Figures 8 and 9.

In application, for airborne ViSAR, multiple different video frames need to be regis-
tered before forming video. Thus, geometric correction can be solved through registration
processing, which will not increase the amount of calculation of registration, but reduce the
complexity of TFST, which can further improve the efficiency.

3.5. Complexity Analysis of TFST

TFST includes two main steps: TDS processing and FDS processing, as shown in
Figure 8. It is assumed that the dimensions of SAR data in range and slow time are Nr and
Na, respectively, and all operations can be divisible. Then, the size of a TDS is Nam×Nr and
Nam = Na/M. A complex multiplication requires a total of six floating-point operations. A
1D FFT with length N requires 5Nlog2N flops and an N× N 2−D FFT requires 10N2log2N
flops. The interpolation operation with core length Nker requires (2Nker − 1) flops per
complex output point and Nker is generally 8 or 16 in practice [39]. For convenience of
analysis, let Nam = Nr ≡ N.

IETSA in TDS processing includes four main operations: complex phase multiplication,
1D FFT, 2−D FFT and interpolation, so the amount of operation is O(N2) + O(Nlog2N) +
O(N2log2N) + O((2Nker − 1)N2). FDS processing includes two main operations: 1D FFT
and interpolation, so the amount of operation isO(Nlog2N) +O((2Nker− 1)N2). Therefore,
the total complexity of TFST is O(N2) + O(Nlog2N) + O(N2log2N). The complexity of BP
is O(N3), which is obviously larger than that of TFST.

To sum up, TFST is more practical in high-resolution ViSAR data processing due to its
accuracy and high efficiency.

4. Results and Discussion

In this section, the proposed method is evaluated through simulations and experiments
and the results are analyzed in depth. Moreover, the parameters not mentioned in the
simulation are the same as those in Table 1. The data comes from the X-band airborne
SAR system of the Aerospace Information Research Institute, Chinese Academy of Sciences
(AIRCAS), and the transmission signal bandwidth is 1.2 GHz.
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4.1. Simulation Results and Discussion

Figure 10 shows the geometric distribution of point targets in ground scene. To verify
the IETSA, the case of a coherent integration angle of 10° and a squint angle of 15° is
analyzed. In particular, the simulation results of the three-point targets P1, P5 and P9 in
Figure 10a are analyzed, as shown in Figure 11, and the peak sidelobe ratio (PSLR), the
integrated sidelobe ratio (ISLR) and the resolution achieved are summarized in Table 2.
Combined with Figure 11 and Table 2, it can be concluded that the three point targets are
well focused, which confirms that IETSA can effectively focus squint spotlight SAR data.
This is a key step to improving the practicability of TFST.

400 m

500 m

A
zi

m
u
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Range
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P2
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P4 P5 P6

P7 P8 P9

(a)
A

zi
m

u
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P123
0
 m
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3
0
 m
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(b)

Figure 10. Geometry distribution of point targets in ground scene (a) for IETSA simulation, (b) for
TFST simulation.

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 11. Contour plots (first column), azimuth (second column) and range profiles (third column)
of the impulse response function for the three point targets P1 (a–c), P5 (d–f) and P9 (g–i).
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Table 2. Evaluation of Focusing Quality In Point Target’s Simulation.

Point Targets
Azimuth Range

PSLR (dB) ISLR (dB) Resolution (m) PSLR (dB) ISLR (dB) Resolution (m)

P1 −13.36 −10.99 0.0781 −13.24 −10.51 0.1110
P5 −13.38 −11.05 0.0818 −13.25 −10.51 0.1110
P9 −13.36 −11.05 0.0804 −13.23 −10.52 0.1111

In addition, the comparison results of ETSA [22] and IETSA are shown in Figure 12.
The coherent integration angle and squint angle used in the simulation are 5° and 7.2°,
respectively. It can be seen that for the squint mode SAR data, IETSA has better focus-
ing performance than ETSA and the phase error caused by azimuth resampling can be
compensated by TFST.

(a) (b) (c)

(d) (e) (f)

Figure 12. Contour plots (first column) for the two point targets P10 and P11. Azimuth (second
column) and range profiles (third column) of the impulse response function for the point target P10.
(a–c) and (d–f) are the simulation results of ETSA and IETSA, respectively.

Different from IETSA simulation, for the verification of TSFT, we designed a scene
with three-point targets, as shown in Figure 10b, which includes two stationary point
targets P10 and P11 and and a moving target P12 whose azimuth and range speeds are
−0.4 m/s and−0.1 m/s, respectively. The parameters used for TFST verification are shown
in Table 3.

Table 3. Parameters Used for TFST Verification.

Parameters Value

Frame Rate 2.3687 Hz
Start Squint Angle 15°
End Squint Angle −15°

Coherent Integration Time 50.78 s
Video Frame Azimuth Resolution 0.2379 m

The simulation results of TFST are shown in Figure 13 and Figure 13a is frame 49, with
a squint angle of 10.17°, Figure 13b is frame 148, with a squint angle of 3.25°, Figure 13c is
frame 246, with a squint angle of −3.69° and Figure 13d is frame 344, with a squint angle
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of −10.40°. The first column is the result for the entire scene, while the second and third
columns are the enlarged results of P10 and P12 from the first column, respectively.

P10

P11

P12

(a) (b) (c)

P10

P11

P12

(d) (e) (f)

P10

P11

P12

(g) (h) (i)

P10

P11

P12

(j) (k) (l)

Figure 13. ViSAR simulation results of the scene shown in Figure 10b using TFST. (a–c) Frame 49,
(d–f) Frame 148, (g–i) Frame 246, (j–l) Frame 344. First column: entire scene, second and third
columns: enlarged results of P10 and P12 in the first column, respectively.

The second column of Figure 13 shows that the position of point target P10 in the
different video frames is fixed. However, the position of moving target P12 varies among
different frames, which confirms that ViSAR has the ability to discern moving targets.

To further evaluate the focusing performance of ViSAR, the point target P10 was
analyzed in different frames and the PSLR, ISLR and the resolution are summarized in
Table 4. It can be seen that the change in the azimuth resolution of different frames
is minimal.
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Table 4. Evaluation of Focusing Quality In Point Target’s Simulation.

Video Frame
Azimuth Range

PSLR (dB) ISLR (dB) Resolution (m) PSLR (dB) ISLR (dB) Resolution (m)

49 −13.25 −10.87 0.2303 −13.26 −10.25 0.1107
148 −13.25 −10.87 0.2303 −13.26 −10.25 0.1107
246 −13.25 −10.87 0.2303 −13.26 −10.25 0.1107
344 −13.25 −10.87 0.2302 −13.26 −10.25 0.1107

Figure 14 shows the simulation results of the traditional SAR, with a squint angle of
10° and a coherent integration angle of 10°. Comparing the point target P12 in Figure 14
and Figure 13, it is evident that the moving target appears as a defocused line target in the
traditional SAR image, which cannot show the dynamic change characteristics. However,
ViSAR images can illustrate whether a target is moving, which is more helpful for moving
target detection.

P10

P11

P12

(a) (b) (c)

Figure 14. Traditional SAR imaging result of the scene shown in Figure 10a using IETSA. (a) entire
scene result; (b,c) enlarged results of P10 and P12 in (a), respectively.

In addition, a distributed target (DT) with a size of 4 × 2 m is simulated, whose
velocities in azimuth and range are −8 m/s and −1 m/s, respectively. The simulation
results of DT are shown in Figure 15. The time interval between Figure 15a,b is about 15 s
and that between Figure 15b,c is about 19 s. According to Figure 15, it can be seen that the
azimuth and range position of DT both change with time and the imaging result is seriously
defocused. Compared with Figure 13, the defocus and displacement of the moving target
in Figure 15 are larger because of its greater velocity. Simulation of DT reveals how moving
targets appear in real scenes.

(a) (b) (c)

Figure 15. Imaging results of DT in different video frames. (a) Frame 17, (b) Frame 53, (c) Frame 81.
The frame rate is 2.3687 Hz.

4.2. Airborne SAR Data Results and Discussion

A continuation of the discussion based on the X-band airborne SAR data from AIRCAS
and the focused SAR image processed using IETSA is shown in Figure 16, with a squint
angle of 10° and a coherent integration angle of 10°, which further confirms the effectiveness
of IETSA.
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Figure 16. Focused SAR image processed using IETSA, with a squint angle of 10° and a coherent
integration angle of 10°.

Moreover, Figure 17 presents the experimental data processing results of ETSA and
IETSA. It is obvious that the focusing quality of IETSA is better, which is the same as the
conclusion in Figure 12. At the same time, we also confirmed by the experimental data that
TFST can compensate the phase error caused by azimuth resampling.

(a) (b)

Figure 17. Comparison of data processing results of ETSA (a) and IETSA (b). Similar to the point
target simulation, the squint angle and coherent integration angle of the experimental data are 7.2°
and 5°, respectively.

Further, to illustrate that TFST has better performance, Figure 18 shows the comparison
results of TFST and Doppler Shifting Technique (DST) proposed by [10]. In particular,
Figure 18 corresponds to a video frame at an intermediate moment generated from data
with a squint angle and a coherent integration angle of 11° and 8°, respectively. It can be
seen that the focus quality of TFST is better compared to DST.

Then, the X-band airborne SAR data within [15°, −15°] were processed with the
method shown in Figure 8 at a fixed frame rate of 2.3687 Hz. The range resolution was
0.1249 m and the azimuth resolution of the middle video frame was set to 0.2379 m. Due to
FDS processing in fixed frame length mode, the resolution of different video frames will
vary slightly. Nonetheless, according to the simulation results in Table 4, these changes
are negligible.
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(a) (b)

Figure 18. Comparison between TFST and DST. (a) DST and (b) TFST.

The processing results of TFST are shown in Figures 19 and 20. Figure 19 shows
video frames at four different times of the area in Figure 16, from which it can be inferred
that the aircraft is moving from bottom to top along the azimuth. The result shows that
ViSAR can acquire images from multiple angles of the same target, which is helpful for
image information interpretation. Moreover, Figure 20 is an urban scene and there is a
road on the left. Comparing Figure 20a and Figure 20b, it is evident that the bright line in
the area marked by the red rectangle is a moving target. Its position has shifted and the
imaging result is seriously defocused. This is consistent with the simulation results of DT
in Figure 15. In addition, the background of the ViSAR image is static and the position
of the stationary target is constant, so the target whose position changes significantly in
different video frame images should be a dynamic target. This result demonstrates the
potential of ViSAR for moving target indication (MTI).

(a) (b)

(c) (d)

Figure 19. ViSAR image of mountain scene. (a) Frame 49, (b) Frame 148, (c) Frame 236 and (d) Frame 334.

It is worth emphasizing that, according to (39), a higher frame rate can be obtained by
adjusting the overlap rate and the resolution of the video frame. In practice, these three
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variables need to be considered comprehensively to reduce the amount of calculations as
much as possible.

(a) (b)

Figure 20. ViSAR image of urban scene. (a) Frame 17 and (b) Frame 59.

5. Conclusions

In this paper, we first propose an IETSA approach based on azimuth resampling and
full-aperture azimuth scaling, which allows squint spotlight SAR data processing at full
aperture. Then, combining TDS processing and FDS processing, a novel high-resolution
ViSAR data processing technique is proposed, which is called TFST.

Moreover, since TFST is based on RMA, the image quality can be guaranteed while
improving the efficiency. These advantages make the TFST a more practical choice in the
high-resolution ViSAR data processing.

In addition, the effect of azimuth resampling on motion error compensation is also
analyzed and the results show that azimuth resampling will not reduce the imaging quality
of TFST, suggesting the high practicability of TFST.

Finally, the effectiveness of the proposed method has been confirmed by simulation
and airborne SAR data processing results.

Author Contributions: Conceptualization, C.Y.; Funding acquisition, Y.D., W.W., P.W. and F.Z.;
Investigation, C.Y., Z.C., W.W. and F.Z.; Methodology, C.Y.; Project administration, W.W., P.W. and
F.Z.; Resources, Y.D., W.W., P.W. and F.Z.; Validation, C.Y. and W.W.; Writing—original draft, C.Y.;
Writing—review & editing, Z.C., Y.D., W.W. and F.Z. All authors have read and agreed to the
published version of the manuscript.

Funding: This work was supported in part by the National Science Fund under Grant 61971401 and
in part by the Youth Innovation Promotion Association, Chinese Academy of Sciences (CAS).

Data Availability Statement: Not applicable.

Acknowledgments: The authors would like to thank the Department of Space Microwave Remote
Sensing System, Aerospace Information Research Institute, Chinese Academy of Sciences for pro-
viding X-band high-resolution SAR data.The authors would also like to thank all colleagues who
participated in this experiment.

Conflicts of Interest: The authors declare no conflict of interest.

Appendix A

The convolution in the time (frequency) domain is equal to multiplication in the
frequency (time) domain [39], so (28) can be expressed as
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Γ(R, fanew) = sS(R, fanew)⊗ exp

(
j

π f 2
anew

Ka(Rscl)

)
(A1)

Then, the convolution in (28) can be expanded as

Γ(R, fanew)

=
∫ PRFnew/2

−PRFnew/2
sS(R, µ)

· exp
(

j
π( fanew − µ)2

Ka(Rscl)

)
dµ

= exp

(
j

π f 2
anew

Ka(Rscl)

)
·
∫ PRFnew/2

−PRFnew/2
sSas(R, µ)

· exp
(
−j

2π fanew

Ka(Rscl)
µ

)
dµ

(A2)

where

sSas(R, µ)

= sSrcmc(R, µ) · exp
(

j
4π

λ
· R · (D(µ)− 1)

)
.

(A3)

Expressing (A2) in discrete form, we obtain:

Γ(R, k · ∆ fanew) = exp

(
jπKa(Rscl) ·

(
k

PRFnew

)2
)

· IFFT(sSas(R, k · ∆ fanew)).

(A4)
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