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Abstract: Image registration technology is widely applied in various matching methods. In this
study, we aim to evaluate the feature matching performance and to find an optimal technique for
detecting three types of behaviors—facing displacement, settlement, and combined displacement—in
reinforced soil retaining walls (RSWs). For a single block with an artificial target and a multiblock
structure with artificial and natural targets, five popular detectors and descriptors—KAZE, SURF,
MinEigen, ORB, and BRISK—were used to evaluate the resolution performance. For comparison, the
repeatability, matching score, and inlier matching features were analyzed based on the number of
extracted and matched features. The axial registration error (ARE) was used to verify the accuracy of
the methods by comparing the position between the estimated and real features. The results showed
that the KAZE method was the best detector and descriptor for RSWs (block shape target), with the
highest probability of successfully matching features. In the multiblock experiment, the block used as
a natural target showed similar matching performance to that of the block with an artificial target
attached. Therefore, the behaviors of RSW blocks can be analyzed using the KAZE method without
installing an artificial target.

Keywords: feature matching; image registration; natural target; RSW

1. Introduction

Since the concept of reinforced earth was proposed by Vidal in the late 1950s [1],
reinforced soil retaining walls (RSWs) have been widely used, owing to their low cost
and rapid construction. A general safety inspection is carried out at least two times a
year, and a precision safety inspection is conducted once every 1–3 years, according to
the Special Acts On Safety Control And Maintenance Of Establishments [2], to inspect the
physical condition of RSWs. However, RSWs frequently collapse, owing to heavy rainfall
or dynamic loads, such as those produced during earthquakes. It is very difficult to detect
the risk of an unexpected collapse of RSWs through a periodic safety inspection. Several
RSWs that were diagnosed as safe (Grade B—no risk of collapse, management required)
collapsed within 6 months after safety inspections (e.g., one in Gwangju in 2015 and one
in Busan in 2020 [3,4]). Therefore, a real-time or continuous safety monitoring system is
necessary for detecting RSW collapse, which is hard to detect with only periodic safety
inspections [5,6].

Various studies have been conducted to analyze the behavior of RSWs using a strain
gauge, displacement sensor, inclinometer, and pore water pressure sensor [7–10]. However,
these experimental approaches only monitor a specific location in RSWs where sensors were
installed. In addition, numerous sensors and considerable effort are required to measure
the overall behavior of RSWs, resulting in inefficiency in terms of cost and labor. Therefore,
this study was carried out as a pilot-phase experiment to analyze the overall behavior of
structures based on images and to overcome the abovementioned disadvantages of current
monitoring methods. The analysis of the RSW behavior can be divided into the matching
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procedure of the target and the calculation procedure of the displacement based on the
matching result. The matching procedure finds and matches identical points between
image pairs, and the calculation procedure calculates displacement from the changes in the
pixels. In this study, we focused on the matching procedure. A feature matching technique
was applied to accurately match the target before and after the behavior.

With the continuous development of image processing technologies, feature matching
techniques have been widely applied across various fields, such as biomedical image reg-
istration [11–14], unmanned aerial vehicle (UAV) image registration [15], and geographic
information systems (GISs) [16–18]). Additionally, a fusion study of feature and machine
learning technology was performed in the field of vehicle matching [19]. Feature match-
ing techniques show high-resolution image pairing performance between different scales,
transformations, rotations, and three-dimensional (3D) projections of transformed objects
in images. Tareen and Saleem [20] matched buildings and background images with over-
lapping parts using this technique. Image matching results were evaluated based on the
changes in size, rotation, and viewpoint. SIFT, SURF, and BRISK are scale-invariant feature
detectors. ORB and BRISK were invariant to affine change, and SIFT had the highest overall
accuracy. Pieropan et al. [21] applied several methods to track moving elements in images
based on specificity, tracking accuracy, and tracking performance. Here, AKAZE and SIFT
showed high performance when detecting the deformations of small objects. Moreover,
ORB and BRISK showed high performance when sequences with significant motion blur
were matched. Mikolajczyk and Schmid [22] evaluated the performance of descriptors
based on various image states, targets, and transforms. Their results showed that GLOH
and SIFT had excellent performance. Chien et al. [23] evaluated feature performance on
KITTI benchmark datasets produced using monocular visual odometry. SURF, AKAZE, and
SIFT showed excellent performances in each condition of the interframe and accumulated
drift errors and the segmented motion error on the translational and rotational components.
Previous studies indicated that different feature matching methods should be applied
according to the feature extraction and matching conditions (i.e., type of target, change of
scale, and rotation). In addition, various studies have been conducted to select optimal
feature matching techniques with different types of targets and transforms. Therefore, it is
necessary to select an optimal feature detector and descriptor with the best performance to
accurately evaluate RSW behavior through image processing.

The use of remote sensing methods in combination with high-resolution image record-
ing technology could allow for the continuous evaluation of structure movement and
displacement behavior. Feng et al. [24] used a template matching method to analyze the
time-lapse displacement of attached arbitrary targets on railway and pedestrian bridges.
Apparent targets (i.e., patterns, features, and textures) of the surrounding features enable
easier comparison of structure images in different states and times. Lee and Shinozuka [25]
measured the dynamic displacement of target panels attached to bridges and piers through
texture recognition techniques from motion pictures. Choi et al. [26] carried out deforma-
tion interpretation of the artificial target (AT) to reference two-story steel frames taken by a
dynamic displacement vision system. However, a critical limitation of these techniques
was that only a local movement near the AT could be detected.

Therefore, in this study, the RSW behavior was simulated through single- and multi-
block laboratory experiments to determine the most efficient feature matching method
for the RSW structure. A facing of a block with a sheet target was defined as the AT,
and a block face without an additional pattern was defined as the natural target (NT).
Five feature matching methods were applied to the single-block experiment with ATs and
the multiblock experiment with ATs and NTs. Furthermore, the usability of NTs in the
multiblock experiment was evaluated by comparing the performance of four NTs with that
of ATs. Through this analysis, we determined a feature matching technique that analyzes
NTs similar to the performance of analyzing ATs.
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2. Background and Objectives
2.1. Behavior of RSW

A single point existing in the 3D space can be moved in all directions. However, a
specific behavior only occurs predominantly in the case of a geotechnical structure, such as
an RSW, that was constructed continuously in the lateral direction. Berg et al. [27] specified
the measurement of the facing displacement and settlement of RSWs to evaluate both the
internal and external stabilities during the design and construction stage. Koerner and
Koerner [28] investigated the collapse of 320 geosynthetically reinforced, mechanically
stabilized earth (MSE) walls worldwide due to facing displacement and settlement caused
by surcharge and infiltration. Therefore, facing displacement (corresponding to the bulging
type), settlement, and their combined displacement were considered in this study. Hori-
zontal displacements in the lateral direction were excluded because they hardly occurred
based on the nature of the RSW.

2.2. Feature Detection and Matching

Feature detection and matching techniques were used to detect the features of target
regions in image pairs and to match the features presumed to be identical to the detected
features, respectively. These technologies are widely used in various computer machine
vision fields, such as object detection, object tracking, and augmented reality [20]. As
applications expand, various methods for detecting and matching features have been
developed and improved to provide higher accuracy. Feature detection and matching
techniques consist of a detector and a descriptor. The detector is used to discover and locate
areas of interest in a given image, such as edge and junction. The areas should contain strong
signal changes and were used to identify the same area in images captured with different
view angles and movement of objects in the image. By contrast, the descriptor provides
robust characterization of the detected features. It provides high matching performance
through high invariance, even for changes in scale, rotation, and partial affine image
transformation of each feature in the image pairs [29].

In this study, we used five methods—MinEigen [30], SURF [31], BRISK [32], ORB [33],
and KAZE [34]—provided in MATLAB to evaluate the performance of each feature detector
and description algorithm. Feature detection and matching for images before and after
the behavior was performed in the following order: (1) set a target for detection and
matching analysis in the image, (2) detect target features using each detector and express
each feature as a feature vector through each descriptor, and (3) calculate pairwise distances
for each feature vector in image pairs. Each feature was matched when the distance
between two feature vectors was less than the matching threshold (a matching threshold
of 10 was applied to binary feature vectors, such as MinEigen, ORB, and BRISK, and a
matching threshold of 1 was employed for KAZE and SURF). Moreover, the sum of squared
differences (SSD) method was used to evaluate the feature matching metric for KAZE and
SURF, and the Hamming distance was used for binary features, such as MinEigen, ORB,
and BRISK. The MSAC algorithm with 100,000 iterations and 99% confidence was used to
exclude the outliers and determine the 3 × 3 transformation matrix. The inlier-matched
features had to exist within two pixels of the position of the point projected through the
transformation matrix.

2.3. Feature Performance Evaluation

Various evaluation methods have been suggested to evaluate the performance of
feature detection and matching techniques. We analyzed the repeatability and matching
score, which were widely used for quantitative evaluation based on features. In addition,
the number of inlier features was evaluated to avoid image distortion. Image distortion may
occur when the matching technology is not suitable for the image features and matching
conditions. Even if the extracted and actual feature vectors have high similarity, distortion
may occur if the number of exact matching features is insufficient. Therefore, for successful
feature matching, two solutions are used to reduce the matching error and distortion:
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(1) matching with more precisely matching feature vectors that result in higher similarity
and (2) selecting proper feature detectors and descriptors to obtain highly consistent
transformation matrices with a large number of inlier matching features. However, the
feature vectors of the first solution are inherent properties that do not change unless the
image changes. Therefore, in this study, it was not possible to arbitrarily add more feature
vectors with higher similarity because specific targets were already selected as the facing
of the block. Instead, the second solution could be used by selecting the optimal feature
detector and descriptor to obtain a highly consistent transformation matrix with many
inlier matching features for the given target.

The repeatability for a pair of images is the number of feature correspondences found
between the pair of images divided by a minimum number of features detected in the
image pair [35,36]. In this study, feature matching was performed on the target image
extracted from the initial state and the entire image in which the behavior occurs. Because
the minimum number of features were always detected in the former, the number of
features in the target image at initial was used as the denominator.

Repeatability =
No. of matching features

No. of detected features( in target image at initial)
(1)

The matching score is the average ratio between ground truth correspondences and the
number of detected features in a shared viewpoint region [36–38]. Moreover, repeatability
focuses on finding the same feature in two image pairs. Further, the matching score indicates
how accurate matching is performed by excluding outliers. Matching scores of 1 and
0 indicate that the matched features are perfectly inlier and perfectly outlier, respectively.

Matching score =
No. of inlier matching features

No. of detected features( in target image at initial)
(2)

The number of inlier matching features represents the number of features from which
the outlier matching features have been removed among the matching features. More
accurate matching can be performed when estimating the transformation using more inlier
matching features.

Registration error is used to quantify the error when images (e.g., CT and MRI images)
are matched [39,40]. It is used as a criterion for evaluating the matching performance in
various forms, such as target registration error (TRE), landmark registration error (LRE),
and mean of target registration error (mTRE). All registration errors calculate the error for
each feature in the image plane based on their locations. However, it is difficult to express
the error in a shape change of a block occurring in 3D space. Therefore, in this study, we
proposed ARE to quantify the error of the x-axis (upper and lower edges of block) and
y-axis (left and right edges of the block) during the matching between the images before and
after the behavior. Figure 1 shows an example of the features and vertices for calculating
TRE and ARE. The inlier matching features (in the initial imaget=initial) at the front of
the block were defined as Ai, Bi, Ci, Di, and Ei. Meanwhile, the inlier matching features
(in the imaget=n) at the front of the block were defined as An, Bn, Cn, Dn, and En. The
transformation matrix (TOD) was calculated using the pairs of the inlier matching features
in the image pair, and the transformed target was derived by applying the transformation
matrix to the target in the initial image. The outlier matching features were defined as Fi,
Gi, Hn, and Jn in the images. Ai,n, Bi,n, Ci,n, Di,n, and Ei,n in the image pair are correctly
estimated and matched inlier features by feature matching, and Fi, Gi, Hn, and Jn are the
mismatched outlier features. The TRE calculates the registration error for each matching
point as follows:
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TRE(A) = |TOD Ai − An|
TRE(B) = |TODBi − Bn|
TRE(C) = |TODCi − Cn|
TRE(D) = |TODDi − Dn|
TRE(E) = |TODEi − En|

 (3)
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Figure 1. Example of features and vertices to determine TRE and ARE. Figure 1. Example of features and vertices to determine TRE and ARE.

Different features may be extracted and matched depending on the type of feature
detector and descriptor. Thus, the features may not be extracted and matched at the desired
location, such as vertices, and it is difficult to quantify the registration error for the block
shape with TRE. Therefore, ARE must be used to calculate the registration error for the
block shape based on locations of vertices. All vertices were manually selected to exactly
represent the block shape. The derivation of the ARE is given by Equations (4) and (5).

AREh1 = |TOD Ai − TODBi|−|An − Bn|=|At − Bt|−|An − Bn|
AREv1 =|At − Ct|−|An − Cn|
AREh2 =|Ct − Dt|−|Cn − Dn|
AREv2 =|Bt − Dt|−|Bn − Dn|

 (4)

AREh =
AREh1 + AREh2

2
, AREv =

AREv1 + AREv2

2
, ARE =

AREh + AREv

2
. (5)

where TOD is the transformation matrix; A, B, C, and D are the target block vertices of top
left, top right, bottom left, and bottom right, respectively; subscripts i, n, and t represent
initial image, subsequent image, and transformed image, respectively, as shown in Figure 1;
Ei and En are the detected features of the block image at the initial condition and after
behavior, respectively; and TOD is estimated through the relationship between imaget=initial
and imaget=n of the target. In addition, the transformed target image is obtained by
applying TOD to the initial target image, as shown in Figure 1. AREh, AREv, and ARE were
calculated by applying Equations (4) and (5) to four vertices in the transformed target and
target after the behavior. AREh1 and AREh2 were calculated at the top and bottom sides of
the block, respectively, and AREv1 and AREv2 were calculated at the left and right sides of
the block, respectively. Based on these values, we quantitatively evaluated the horizontal
and vertical errors of the target block. The conversion registration error of the block
type can be analyzed intuitively. ARE was calculated by comparing the positions where
the transformation matrix was applied and the position of the block after the behavior.
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The location of each vertex was extracted based on the pixel information of the block in
each image.

3. Laboratory Experiment

In this study, two experiments were performed to evaluate the performance of feature
detection and matching based on the behavior of blocks. Figure 2a,b show the single-block
experimental setup for constant displacement on a linear stage and multiblock experiments
on a moving table, respectively. In the experiments, a block with a height of 56.5 mm, a
width of 89 mm, and a length of 190 mm was used to simulate the facing of the RSW.
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Figure 2. Experimental setups and target parts for single block and multiple blocks. (a) Single-block
experiment on linear stage; (b) Multiblock experiment on steel plate.

The three types of behavior were generated in a single-block experiment, as shown in
Figure 2a. Images were taken and analyzed before and after each displacement occurred.
Subsequently, the matching performance was analyzed for 12 incident angles between
5◦ and 85◦. The analyses were repeated 10 times under identical conditions to quantify
the error. In the multiblock experiment presented in Figure 2b, three types of behaviors
were generated similar to that in the single-block experiment. Images were taken and
analyzed at the incidence angle that indicated excellent performance in the single-block
experiment. To analyze the matching performance of blocks evenly distributed in the image
among 51 blocks, 12 block facings with artificial targets were evaluated as AT (parts 1–12).
In the case of the RSW structure, the features of a specific target could be confused with
those of other blocks in the RSW structure because similar feature vectors are detected
in the same blocks. Therefore, AT could be applied for reliable point identification and
matching in the image matching method [41]. In addition, several studies reported that
specific types of ATs (i.e., metal plate, black circle centered at a cross, roundel, concentric
circles, cross, and speckle patterns) should be used to obtain sufficient intensity variations
when a region of interest (ROI) is not sufficient [25,26,42,43]. However, because an object
with sufficient strength change can be used as an NT without installing a sheet target,
four NTs were assigned in the multiblock experiment to verify the usability, as shown in
Figure 2b. The matching performance of four NTs was evaluated by comparing the 12 ATs.
The best detector and descriptor and the usability of the block as NTs were evaluated when
matching based on the behavior of the SRW structure.

4. Experimental Results and Discussion
4.1. Single-Block Experiment

In the single-block experiment, images were taken and analyzed for 12 incidence
angles distributed from 5◦ to 85◦ to evaluate the performance of five feature matching
methods. Figure 3 shows the repeatability of each method for a single block with an AT.
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MinEigen, ORB, and BRISK have repeatabilities of less than 0.2 to the block facing. KAZE
and SURF have relatively high repeatabilities of 0.288–0.875 based on the results of 10
repetitions. Moreover, KAZE and SURF showed better matching performance compared to
other methods for a single block, although the repeatabilities fluctuated as the incidence
angle changed. The repeatability of three different behaviors was relatively high in the
section with low incidence angles, such as 5–15◦, indicating that it was effective in matching
because high-intensity variations were expressed in the facing of the blocks captured at
low incidence angles.
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Figure 3. Repeatability of five feature matching methods. (a) Facing displacement; (b) Settlement;
(c) Combined displacement.

The accurately detected and matched features were used to calculate the matching
score, as shown in Figure 4. For all types of displacement, KAZE and SURF have better
matching scores than MinEigen, ORB, and BRISK. We obtained more inlier matching
features on the facing displacement than the settlement and combined displacements
because the facing displacement in the image causes a relatively small shape deformation.
In addition, the average matching scores for the overall incidence angle gradually decrease
in the order of facing, settlement, and combined displacements. The changes in the image
of the facing of the block, settlement, and combined displacements were compared with the
normal state, as shown in Figure 5. The displacement in reality shows the actual behavior
in the target area (dotted line) when the displacements (facing displacement, settlement,
and combined displacement) of the block, which is located in the center of the target
area, were generated. The displacement in the image shows what types of deformation
appear in the image plane when actual behavior occurs from the normal state. Then, we
described the scale transformation in the facing displacement, shearing transformation
in the settlement, and scale and shearing transformation in the combined displacement.
Compared to the shearing transformation, the scale transformation shows relatively better
matching performance because it appears more similar to the existing feature vectors of the
block in a normal state. Furthermore, the feature vector appears differently when both types
of transformations occur together. Therefore, higher repeatability and matching scores
were obtained in the order of facing, settlement, and combined displacement. Both KAZE
and SURF have excellent repeatabilities and matching scores. Furthermore, KAZE shows
less deviation of the matching score at all incidence angles, making it more appropriate
than SURF for the images before and after the behavior of a single block.

Figure 6 presents the number of inlier features with respect to the incidence angle
for five feature matching methods. KAZE detects a remarkably large number of inlier
features compared to other methods. The number of inlier matching features tends to
increase with the number of matching features. However, it does not increase significantly
compared to the increase in the number of detected features when the incidence angle
increases. For better matching performance, more inlier matching features are required,
as described previously. Therefore, images taken and used at incident angles of 50–80◦

were recommended to extract features with sufficient resolution in the registration process.



Remote Sens. 2022, 14, 1697 8 of 17

There must be at least four 2D inlier matching features to be converted to a 3D projection
transformation geometry (x-, y-, and z-axis with perspective) [37].
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Although all methods performed matching based on four or more matching features,
the matching results of images appeared in various forms, as shown in Figure 7. The KAZE
and SURF methods were successfully transformed, as shown in Figure 7a,b. The MinEigen,
ORB, and BRISK methods were transformed with distortion, even if more than four matched
features were used. Figure 7c–e shows examples of each image transformation. This
problem occurred when the transformation matrix was estimated and matched through
insufficient evidence in pairs of features. The KAZE and SURF methods did not result in
distorted matching cases.
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Figure 7. Successful and failed transformed image results. (a) Successful result with KAZE (incidence
angle = 60◦, combined displacement); (b) successful result with SURF (incidence angle = 60◦, com-
bined displacement); (c) failed result with MinEigen (incidence angle = 70◦, facing displacement);
(d) failed result with ORB (incidence angle = 30◦, facing displacement); (e) failed result with BRISK
(incidence angle = 40◦, combined displacement).

For KAZE, SURF, and MinEigen, the x-axis registration error (AREh), y-axis registration
error (AREv), and combined axial registration error (ARE) were evaluated for different
incidence angles and each method in facing displacement (Figure 8), settlement (Figure 9),
and combined displacement (Figure 10). In ORB, features were not detected for several
angles of incidence, and BRISK matched less than four inlier matching features, even though
features were extracted at most incident angles. Therefore, we found that BRISK and ORB
could not perform ARE analysis and were inappropriate for detection and matching based
on the behavior of blocks. Therefore, the results for BRISK and ORB were excluded
from subsequent analysis. Moreover, KAZE has a registration error lower than 2 at an
incident angle of 50–80◦ and has less deviation compared to other methods, as shown in
Figures 8–10. To calculate the ARE, the x-y coordinates of the vertices of the block where the
actual behavior occurred and the block where the behavior is estimated should be extracted
and compared. However, the vertices of the block appear in various shapes as the behavior
occurs. In addition, it is difficult to equally define the vertices with different shapes of
blocks according to the matching methods. Moreover, vertices are not clearly present in
one pixel and are distributed within two or more pixels, owing to the characteristics of an
image composed of pixel units. Therefore, each vertex must be manually selected for the
same behavioral shape, and ARE contains minor errors by default. Even if minor errors
are included, the performance of each method could be relatively compared because the
coordinates of the vertices after the actual behavior occurs were similar in each method.
Table 1 lists the average and standard deviation of AREh, AREv, and ARE estimated in
the behavior of each method. Specifically, KAZE showed better performance than SURF
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and MinEigen, and the matching performance of KAZE was consistently superior at all
incidence angles, as shown in the repeated results. The KAZE method resulted in an ARE
of less than 2 pixels between 50◦ and 80◦ (AREh: 0.3–1.86 pixels, AREv: 0.22–1.69 pixels, and
ARE: 0.4–1.4 pixels). Based on the above results, the optical feature matching method for
three types of behaviors for RSW was determined as KAZE, and the subsequent analyses
were performed.
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Figure 8. Distribution of AREh, AREv, and ARE with different feature matching methods at facing
displacement. (a) AREh; (b) AREv; (c) ARE.

Table 1. Average and standard deviation of AREh, AREv, and ARE with different feature match-
ing methods.

Method
Facing Displacement Settlement Combined Displacement

Average Standard
Deviation Average Standard

Deviation Average Standard
Deviation

AREh

KAZE 0.87 0.31 1.14 0.57 0.80 0.43

SURF 2.19 1.59 2.16 2.13 3.35 4.21

MinEigen 24.45 42.26 71.77 226.51 9.34 17.52

AREv

KAZE 0.89 0.51 1.17 0.66 1.36 0.88

SURF 2.71 2.72 2.35 3.13 4.55 8.35

MinEigen 24.92 50.25 67.76 195.74 11.59 22.77

ARE

KAZE 0.88 0.28 1.15 0.40 1.08 0.52

SURF 2.45 2.05 2.25 2.60 3.95 6.17

MinEigen 24.68 42.76 69.76 210.89 10.47 19.59
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Figure 10. Distribution of AREh, AREv, and ARE with different feature matching methods at com-
bined displacement. (a) AREh; (b) AREv; (c) ARE.

4.2. Multiblock Experiment

Figure 11 presents an example of images of the same size (800 × 640 pixels) for the
multiblock experiment and graffiti images taken from well-known datasets from the Univer-
sity of Oxford [44]. In addition, 3138 and 8638 features were extracted from the laboratory
experiment images and graffiti images, respectively. In the laboratory experiment images,
relatively fewer features were detected because the facing of blocks was smooth and simple.
Specific patterns (edges, corners, and blobs) were not included in the multiblock structure
in which blocks with low-feature-intensity variation were repeatedly arranged. Therefore,
repeated feature vectors with low-intensity variations may be disadvantageous in the image
matching procedure. Therefore, the KAZE method, which was verified as the technique
with the best performance in the single-block experiment, was applied and validated in
this experiment. We analyzed how the aforementioned phenomenon affected the feature
matching procedure and whether it exhibited excellent performance for RSW structures
simulated with multiple blocks.
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Figure 11. Detected features with different types of images. (a) Laboratory experiment; (b) Graffiti.

An experiment was performed to verify the matching performance of KAZE for a
multiblock structure, where same-sized blocks, including 12 ATs and 4 NTs, were repeatedly
arranged, as shown in Figure 2b. The multiblock experiment was analyzed by taking images
at an incident angle of 60◦ (targeting the center of the multiple blocks) included in the range
of 50–80◦ with the highest resolution in the single-block experiment. Figure 12 shows the
repeatability, matching score, and number of inlier matching features in the multiblock
experiment. The results of ATs showed that the repeatability, matching score, and inlier
matching features were 0.36–0.83, 0.15–0.47, and 90–440, respectively. This was a sufficient
result for high-resolution feature matching compared with the result of the single-block
experiment. Moreover, relatively high feature matching performance was detected in



Remote Sens. 2022, 14, 1697 12 of 17

blocks collinear in the gravitational direction of the optical axis of the camera under all
types of displacement (i.e., parts 2, 5, 8, and 11). Furthermore, the resolution decreased
slightly as the angle decreased or increased. In particular, parts 3, 6, 9, and 12 exhibited low
inlier matching performances with incidence angles lower than 60◦. However, these parts
also had 90–218 inlier matching features, which is sufficient for 3D projected geometry
transformations. Based on the results of NTs, the repeatability, matching score, and inlier
matching features were 0.38–0.65, 0.22–0.43, and 126–327, respectively, with a similar
distribution to that reported for ATs at similar incidence angles. Furthermore, there was
an adequate number of inlier matching features for 3D transformation. This shows a
sufficient potential for NTs to replace ATs when analyzed using the KAZE method as a
feature matching technique in RSW structures.
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Figure 12. Comparison metrics in multiblock experiment with KAZE method (incidence angle = 60◦).
(a) Repeatability; (b) Matching score; (c) The number of inlier matching features.

Table 2 lists the minimum and maximum values for the feature performance evaluation
measured from the single- and multiblock experiments, including ATs and NTs. Each
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value of the multiblock experiment was distributed similarly to the results of the single-
block experiment. Therefore, the repetitive arrangement of blocks in the image is not a
disadvantage if the ROI region is properly set in the process of extracting and matching
features. Further, light casts a shadow on the block boundaries when the blocks are
repeatedly arranged, allowing for more feature extraction than the edges of the single
block. This phenomenon allows for more successful feature matching in the image after
the behavior occurs. Figure 13 reveals the feature extraction results used as targets in
single- and multiblock experiments. The single-block features were not extracted at the
left edge of the facing, owing to the low color contrast, as shown in Figure 13a. However,
the features of continuous blocks in the RSW structure were extracted from all corners
by the color contrast between block and shadow, as shown in Figure 13b. As a result,
570 and 789 features were extracted for a single and multiple blocks, respectively, showing
a significant difference. The ratio of inlier matching features and total extracted features was
35.09% (200/570) for the single block and 49.68% (392/789) for multiple blocks, indicating
the relatively higher resolution of the matching performance of the latter compared to that
of the former. Therefore, multiple repeatedly arranged blocks constituted an advantage
rather than a disadvantage in the feature detection and matching procedure. In the multi-
block experiment, multiple blocks were variously distributed in the image. Therefore, size
and feature vector characteristics appeared differently depending on the location of the
target. Therefore the performances of feature matching were slightly different.

Table 2. Minimum and maximum values for the feature performance evaluation measured from the
single- and multiblock experiments.

Comparison Matrix
Single-Block Experiment

(at Incidence Angle = 50–80◦) Multiblock Experiment

Min. Max. Min. Max.

Repeatability 0.3247 0.4965 0.3599 0.8289

Matching score 0.2131 0.3654 0.1449 0.4715

Number of inlier
matching features 139.9 208.4 90 440
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Figure 13. Examples of extracting features at facing displacement. (a) Single block (pixel size:
350 × 268); (b) Block (part 2) in multiple blocks (pixel size: 330 × 298).

Figure 14 shows the distributions of AREh, AREv, and ARE for each displacement
type of RSW structure. The distributions of AREh, AREv, and ARE for ATs in each behavior
type were approximately 0.18–1.11, 0.12–1.32, and 0.15–1.27 pixels, respectively, for fac-
ing displacement; 0.10–1.55, 0.40–1.70, and 0.32–1.27 pixels, respectively, for settlement;
and 0.39–1.84, 0.16–1.68, and 0.54–1.29 pixels, respectively, for combined displacement.
Moreover, the distributions of AREh, AREv, and ARE for NTs in each behavior type were
0.38–1.58, 0.29–1.31, and 0.49–1.27 pixels, respectively, for facing displacement; 0.58–1.03,
0.40–1.70, and 0.49–1.16 pixels, respectively, for settlement; and 0.78–1.56, 0.31–1.01, and
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0.54–1.29 pixels, respectively, for combined displacement. The averages of AREh, AREv, and
ARE were 0.86, 0.74, and 0.80 for the ATs and 0.92, 0.83, and 0.87, respectively, for the NTs.
Although the results of NTs were slightly higher, they were similar to those of single-block
experiments at incidence angles between 50◦ and 80◦ (0.99, 0.88, and 0.94). In addition,
maximum AREh, AREv and ARE values were obtained in AT (1.84), NT (1.68), and AT
(1.29), respectively. The behavior of the entire section in the image could be analyzed at ATs
and NTs by using KAZE; these results are compared in Table 3. The repeatability, matching
score, number of inlier matching features, and ARE between ATs and NTs show similar
performance. Therefore, we confirmed that NTs are a suitable target for feature matching
and behavior analysis based on the feature performance evaluation, even if it does not
attach a sheet target to the center of the block like AT. In addition, NTs can overcome the
limitation of ATs that a specific target must be manually installed and detected.
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Table 3. Average values for feature performance evaluation of KAZE method with ATs and NTs.

Average of All
Displacement Types Repeatability Matching Score No. of Inlier

Matching Points ARE

AT
(Parts 1–12) 0.53 0.28 250 0.8

NT
(Parts 13–16) 0.48 0.31 203 0.87

5. Conclusions

Experiments were conducted to find the optimal feature matching method (detector
and descriptor) to detect behaviors of blocks. Two laboratory experiments (i.e., single- and
multiblock experiments) were analyzed. In the single-block experiment, the best feature
matching method was selected by analyzing the values for feature performance evaluation.
In contrast, in the multiblock experiment, the applicability and performance of the primarily
simplified feature matching method were evaluated. Subsequently, the feature matching
performance of NTs and ATs were compared to confirm the applicability of NTs for RSW
structures. The main findings of this study are as follows:

1. Feature matching technology was applied to detect and match target changes in
image pairs according to block behavior. Both the KAZE and SURF methods showed
excellent performance in repeatability and matching score, which were based on the
number of features. In particular, the KAZE method showed a remarkably large
number of inlier matching features and obtained stable results at all incidence angles
compared to other methods. In addition, ARE based on the position of the vertices of
the block in the image pair (original image, transformed image) was the best in KAZE.
Therefore, the KAZE method was selected as the best feature matching method, owing
to its great ability (among the compared methods) to detect and match image changes
based on the behavior of the block type.

2. The feature matching performance of the KAZE method was evaluated according
to the behavior of multiple blocks where blocks were consecutively arranged. The
repeatability, matching score, number of inlier matching features, and ARE showed
excellent performance. All these results are similar to the single-block experiment
results listed in Table 2. The KAZE results show that the matching performance of
NTs (parts 13–16) was similar to that of ATs (parts 1–12). Therefore, the KAZE method
could be applied to perform feature matching when evaluating the behavior of blocks
in RSWs without installing ATs.

The ability to accurately match the 3D behavior of multiple blocks can be used as a ba-
sic step to quantitatively analyze the behavior of RSW structures in three-dimensional space.
Therefore, if the KAZE technique is applied to RSWs, it can be used to accurately analyze
the behavior of the retaining wall through high-accuracy behavior matching performance.
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