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Abstract: A digital elevation model (DEM) is an essential element of input data in the model research
of watersheds. Recently, progress in measurement techniques has led to the availability of such
data with high spatial resolution. Therefore, simplification of DEMs to shorten the time of their
processing is a significant, but insufficiently investigated issue. This study, gradually and with various
methods, carried out a great simplification of a detailed LiDAR-derived DEM. Then, the impact of
that treatment on the precision of the selected elements for modeling a watershed was assessed. The
simplification comprised a reduction in resolution, with the use of statistical resampling methods,
namely giving an average, modal, median, minimum, maximum, or the closest value to the pixels.
This process was carried out in a wide range of pixel sizes, increasing by 50% each time (from 1 m to
1.5, 2.3, 3.4, 5.1, 7.6, 11, 17, 26, 38, 58, and 86 m, respectively). The precision of the obtained DEMs
and the precision of the delineation of boundaries of the watershed and watercourses were assessed.
With the systematic reduction in the resolution of a DEM, its precision systematically decreased.
The changes in the precision of determining the watercourses and boundaries of a watershed were
irregular, ranging from being very small, to mild, to significant. A method of giving the minimum
value, that was simple with regard to computing, was singled out. In the determination of both the
watercourses and the boundaries of a watershed, this method produced one of the best results for the
higher resolution and for the lower resolution—considerably better than the other methods tested.
The research was conducted on a flat agricultural catchment, and it can be assumed that the obtained
conclusions can be considered for similar cases. For catchments with different characteristics, further
research is advisable.

Keywords: geostatistics; agricultural watershed; hydrological model; DEM aggregation; SWAT

1. Introduction

The best choice of a digital model of a given terrain is a significant element in model
studies of agricultural watersheds. It has a significant impact on the precision of mapping
of boundaries of a watershed and the watercourses occurring there. Numerous studies
concerning the selection of the precision and source of a DEM have been carried out;
these have been performed using data from the Shuttle Radar Topography Mission, the
Aster scanner of the Terra satellite, or LiDAR measurements, or data generated based
on topography maps or terrain measurements [1–7]. The impact of various methods—in
performance, processing, and introduction of corrections—on the precision of DEMs and
their usefulness for hydrological modeling have also been extensively investigated [8–12].
These studies often aimed to investigate these data sources and explore which methods of
preparation would enable the most precise results of modeling to be obtained.
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Presently, measuring techniques are well-developed, and the cost of obtaining data
has significantly decreased. Therefore, frequently, the aim of the studies is to refine the
speed of DEM analyses and the delineation of watercourses and watershed boundaries—
without necessarily focusing on obtaining the highest possible precision. New algorithms
for determining the course of the boundaries of a watershed have been created based on the
maps of gradients of the terrain determined with a DEM; additional developments include
the following: [13] proposes new programs for the automatization of manual operations
which are currently performed for the delineation of watercourses and boundaries of a
watershed [14]; alternative methods—which are simple for computing—for determining
the borders of a watershed based on the course of watercourses are tested in [15]. However,
the most numerous in the literature are studies where, in order to speed up the creation
of a model, the frequency of an original DEM is reduced, and the impact of this operation
on the precision of the obtained results is verified. DEMs from various sources and of
varied resolutions, were analyzed in the following: DEMs with resolutions of 1–2 m were
made based on the data from LiDAR measurements [1,16–19], those of 5–10 m were made
based on topographical maps [20–22], and those of 30–90 m were made based on satellite
measurements [5,16]. In all cases, it was necessary for the researchers to make a decision
concerning the resolution-change method. The justification of these choices was either
noticeably short, or there was no justification at all. Moreover, in the above studies, no
attempt was made to verify the effects of the chosen resolution-change methods. This
issue was undertaken by, inter alia, Arun [8], Goyal et al. [4], Haile and Rientjes [23],
Dixon and Earls [2], Tan et al. [24], Coz et al. [25], and Wu et al. [26]. To reduce the
resolution, most often, they used tools for interpolation with nearest neighbor methods,
bilinear interpolation, or bicubic convolution. Only Coz et al. [25] used statistical methods
of aggregation, namely giving higher pixels an average, modal, medial, minimum, or
maximum values.

No studies were found on the impact of statistical methods of DEM aggregation,
in particular LiDAR ones, on the usefulness of DEMs for hydrological modeling and, in
particular, on its initial stage—namely on the delineation of watercourses and bound-
aries of a watershed and computing their parameters, such as the length and gradient
of watercourses.

Li and Wong [16] studied the change in DEM resolution to use it for the delineation of
watersheds and watercourses, based on the conclusions made by Haile and Rientjes [23],
who researched the impact of various methods of resolution change on the modeling of the
flood range, in particular in developed areas, and examined the change in resolution with
the use of the interpolation nearest neighbor method, bilinear interpolation, and the bicubic
method from 1.5 m to 10 m. Li and Wong used the interference from this study, since there
are no such conclusions on the impact of the DEM resampling method on its use for the
delineation of the watercourses and boundaries of a watershed. In the current study, the
impact of a DEM on the delineation of the watershed boundaries was assessed based on
the watershed size [27]. When the size of a pixel is changed, the reduction in the area of one
watershed must be compensated with the increase in the area of another one, and when a
higher number of watersheds is analyzed, the change in their sizes will approach zero.

There is no analysis of the correctness of the locations of the watershed boundaries;
thus, in the present study, the precision of the delineation of the boundaries of a watershed
in the SWAT model interface [28] (QSWAT [29]) was assessed, not only the size of its area.

2. Materials and Methods

A watershed of the Zgłowiączka River headwaters—with the area of 90 km2, located
in the Kujawsko-Pomorskie voivodeship, between the latitudes of 52◦34′50′ ′–52◦41′15′ ′N
and the longitudes of 18◦33′24′ ′–18◦46′12′ ′E—was the investigated area. The superficial
layer consists of quaternary clays in almost the entire area. Their thickness is from 25 to
90 m. The surface area of the watershed of the Zgłowiączka River is very flat. The difference
in between the highest and the lowest point is only 44 m. Very fertile phaeozems with a
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small share of podzolic soil prevail on the entire area of the watershed. The Zgłowiączka
River is a left, primary tributary of the Vistula River. The average gradient of the riverbed is
0.6%, and the average flow during the years 1961–2000 from the estuary to the Vistula River
on the post in Włocławek Ruda was 3.95 m3·s−1 [30]. The watershed of the Zgłowiączka
River, like the majority of Poland, lies in the warm region, with the sum of average
daily temperatures ≥10 ◦C within 2750–3000 ◦C a year. With regard to precipitation, this
area is exceptionally dry, with a precipitation index at the level of 50 [31–33]. Although,
precipitation in the area of the Zgłowiączka River is extremely low, high-quality soil
obtains a high yield; thus, agriculture is very intense and covers almost the entire area of
the watershed.

The Zgłowiączka River watershed has been previously modelled in order to support
the implementation of the Framework Water Directive in Poland [34], the determination of
the dislocation ways and the size of the nitrogen loads [35], and the influence of permanent
grasslands on nitrogen loads [36]. The considerable anthropogenic transformation of the
natural hydrological conditions of the Zgłowiączka River watershed has caused many
problems [35].

2.1. Source DEM and Its Aggregation

A DEM with 1 m resolution and an average error of height up to 0.2 m, created based on
air LiDAR measurements made available by the Head Office of Geodesy and Cartography,
was applied in the study. The accuracy was estimated by the geodetic measurements [37].
Subsequent values of resolution of the investigated DEM were obtained by an increase
by a half of the previous resolution values, starting with the original resolution, and
ending with a resolution value similar to the original’s hundredfold. Such systematically
chosen resolutions helped to compare the results of the present study with those of other
researchers. So, the obtained values were rounded up to two significant places, and for
each of them, resampling was carried out six times with the use of the following statistical
aggregation methods: nearest neighbor (NN), average (AVE), median (MED), mode (MOD),
minimum (MIN), and maximum (MAX). This operation was performed in the GRASS
system with the use of module r.resamp.stats [38].

2.2. Assessment of DEM Precision for Various Resampling Methods

DEM precision, based on the research by Arun [8] and Tan et al. [24], was assessed
based on 1000 randomly generated ground control points (GCP). A referential value in
those points was determined from the original DEM with a resolution of 1 m. Because
the new pixel often did not contain the center of the original pixel, the 4 original pixels
were taken into account when determining the reference value, and these were calculated
using the bilinear interpolation method to account for this offset. The idea of this method is
shown in Figure 1.
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The value of a new pixel, shown by the black dot, corresponds to the point being
interpolated, and the yellow and green dots correspond to the neighboring samples. Their
values correspond to their heights above sea level. Then, at each point, values of all
generated DEM were collected and compared with the referential DEM. For assessment
of the precision of the height, we used a method which is frequently used in this type of
research [12,22–24,39,40]—standard root mean square error (RMSE), computed as follows:

RMSE =

√
∑n

i=1(Z1 − Zr)
2

n
, (1)

where Z1—the height of the point on the generated DEM; Zr—referential height of the
point; n—number of control points. This correlates well with a determined value, based on
the assessed DEM, and the value of the surface gradient.

2.3. Precision of the Delineation of the Watershed Boundaries

The second element that was assessed was the precision of the determination of the
watershed boundaries for all 66 aggregated DEMs. The automatic determination of those
elements was carried out in the interface of the SWAT model, which is widely used for
modelling of agricultural watersheds. Firstly, watercourses are determined based on the
DEM and the threshold value of the drained area where a watercourse is going to occur.
This value was selected experimentally so that the watercourses determined based on the
original DEM with 1 m resolution were the most similar to real watercourses that occur on a
given area acc. to the Hydrological Division Map of Poland. The map was taken as a point
of reference because it was created based on the best available materials under the National
Research Institute (IMGW) supervision. IMGW is a leader in this field of that research and
is widely accepted in Poland as reference material in breeding studies [41]. A closing point
of the tested watershed was a point of crossing of the watercourses determined in such a
way, and the boundary of the watershed of the Zgłowiączka River headwaters acc. to the
mentioned map. For such a determined threshold of watercourse formation and the closing
point of the watershed, boundaries of the watershed with the use of all aggregated DEMs
were determined. Then, the surface areas of the obtained watersheds were compared to the
surface areas of the referential watersheds from the Hydrological Division Map of Poland.

With the automatic delineation of the watershed boundaries in some places, the
boundary is outside the real watershed, which leads to the increase in the total surface area.
In other places, the determined boundaries cut pieces off the real watershed, reducing a
determined surface, which is schematically presented in Figure 2.

These errors mutually influence the total surface area of the determined watershed,
thus a direct comparison of that size to the surface area of the real watershed is not a
good indicator of the correctness of the described process. Therefore, it was suggested
that both cases were taken into consideration, and only the size of the surface area of the
mistakenly determined areas, regardless of the direction of changes, and then divide this
by the surface area of the real watershed. The last action enabled us to obtain the indicator
of the normalized error area (NEA), which enabled a relative assessment of the correctness
of the determination of the watershed, regardless of its size. This indicator was calculated
for all the delineated watersheds according to the following formula:

NEA(%) =
Mmod ∩Mre f

Mre f
·100 (2)

where Mmod is a modelled area, Mref a referential area, and ∩ is an operation of the product
in geographic information systems.
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2.4. Precision of Watercourses Delineation

Delineation of watercourses based on a DEM is the first stage in the entire process
of watershed modeling in SWAT. The only element necessary for these parameters is a
threshold at which the size of the drained area, the outflow, is going to occur on the flow
route. Similarly, as in the case of the boundaries of the watershed—the determination of
watercourses based on the original DEMs—this value was determined in a way that the
generated river network on the particular area was very similar to the real one delineated on
the map. Such a determined threshold value was used for all DEMs with reduced resolution.
Determination of the watercourse source location and length is not entirely unambiguous.
The lengths of the modeled watercourses depend on the selected threshold, which may
cause some errors in the final results. To separate those kinds of errors from the resampling
errors, the reference spot is the watercourse. Therefore, the DEM with the highest resolution
was recognized as a referential point, and the remaining watercourses were compared to it.
Their similarity was assessed based on the length and average gradient.

3. Results
3.1. DEM Precision

Acting according to the above-described methodology, the following list of pixel sizes
was obtained—1.5, 2.3, 3.4, 5.1, 7.6, 11, 17, 26, 38, 58, and 86 m. The number of chosen
resolutions is clearly larger than the average number obtained by studies with similar
topics. Additionally, the largest value is nearly 100 times larger than the original, and it is
large enough to allow rapid hydrologic model development of very large rivers.
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Then, for each resolution, a DEM was generated through resampling the original one
with the use of six methods of aggregation. For the created DEMs, RMSE was computed
(Table 1).

Table 1. Root mean square error (RMSE) for all generated DEMs.

Method
Resolution [m]

1.5 2.3 3.4 5.1 7.6 11 17 26 38 58 86

AVE 0.019 0.030 0.044 0.063 0.081 0.104 0.124 0.152 0.191 0.245 0.336
MED 0.019 0.030 0.043 0.059 0.080 0.108 0.136 0.161 0.193 0.245 0.332
MOD 0.032 0.049 0.062 0.086 0.088 0.129 0.164 0.182 0.214 0.280 0.361
NN 0.028 0.030 0.042 0.063 0.081 0.111 0.129 0.177 0.196 0.233 0.336
MIN 0.034 0.059 0.099 0.156 0.193 0.261 0.358 0.493 0.654 0.874 1.187
MAX 0.032 0.061 0.092 0.141 0.191 0.234 0.312 0.435 0.584 0.787 1.106

In all cases, the error increases fluently along with the reduction in resolution. The
RMSEs for three averaging methods (AVE, MED, and MOD) and the NN method had
remarkably similar values, while for the MIN and MAX methods, errors were similar but
decisively bigger than those of the four remaining. This difference increased along with the
increase in the pixel size. The MIN method obtained the lowest results in this assessment.
Only resolution 2.3 m provided a minimally better result than the MAX method.

3.2. Precision of the Delineation of the Watershed Boundaries

Figures 3 and 4 present selected boundaries of determined watersheds.
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Figures 5 and 6 present the areas of the determined watersheds and the calculated
indicators of the normalized error or surface area (NEA) for the determined boundaries for
all the combinations of the 11 resolutions and the 6 resampling methods. NEA is a product
of the sum of the surface area of all erroneously determined fragments and the surface
area of a real watershed. It is an indicator created by the authors to enable a comparable
assessment of the influence of pixel size on watershed delineation. Existing methods did
not eliminate the disturbing influence of the direction of changes, and in our study the size
of these changes was important—hence, the need for this original idea is clear.
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Figure 6. Indicator of the normalized area error (NEA).

Three ranges of varied dynamics of changes may be distinguished: the first one, from
1.5 to 3.4 m, where errors for five methods (except for MAX) were permanent; the second
range was from 5.1 to 17 m, where they slightly grew; whereas in the third scope, from 26 to
86 m, errors were again permanent, but three times bigger than in the case of the resolutions
up to 17 m. Results for the MIN method diverge from this rule. They do not differ up to the
resolution of 17 m, while from 26 m, they diverge considerably from the others, staying at
the same level as for the range from 7.6 to 17 m. For the MIN method, only for resolutions
5.1 and 7.5 m, errors in the determination of the watershed were slightly bigger than in the
case of the AVE method. The MAX method at the resolution of 2.3 m had weaker results.
The NN method gave slightly weaker results than the best methods only in a few cases,
namely for those obtained for the MIN and AVE methods, and in most cases, the results
were similar to or better than the MAX, MOD, and MED methods.

Figure 7 presents a box plot where the x-axis has the method of aggregation, and the
y-axis gives the area value observed in different resolutions. This chart reveals the min,
max, and different quartiles. The box plot allows the variation in the area values in each
method to be seen.
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The watercourse drawings with original and reduced resolutions (Figures 8–10) for
the max method already at a resolution of 11 m (Figure 9e) do not show the watercourse,
and for mod (Figure 9g), it is significantly interrupted.
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Figure 8. Original maps with a resolution of 1 m with a section line (a) through the watercourse and
(b) along the ridge.

The MIN method (Figure 9a) clearly widens the stream, its course was not disturbed.
Such a result is due to the fact that only the pixels with the smallest value are considered in
the MIN method. Conversely, in the MAX method (Figure 9e), the actual pixels representing
the liquid are not considered at all when calculating the value of the enlarged pixel. An
intermediate situation occurs in the AVE (Figure 9i) and MED (Figure 9c) methods, in
which the actual height of the watercourse affects the value of the new pixel but is modified
by the pixels actually present in the watercourse edge image.

The relationships described above for 11 m resolution occur analogously at 86 m
resolution (Figure 10a). Even at this resolution, the MIN method preserves the shape of
the watercourse.

Figure 9 shows the maps obtained with all methods for 11 m resolution, and Figure 10
shows the maps for a resolution of 86 m with a marked section line, and the sections
themselves—through the watercourse in Figure 11 and along the ridge in Figure 12.

Graphs show the indicator of the normalized area error (Figure 13) and the differences
between the determined and referential watershed (Figure 14) for the DEM resolution
from 1.5 to 7.6 m. On both graphs, we may notice a rising trend, but for the indicator,
it is clearer and more regular. The advantage of the indicator in the presentation of the
precision of boundaries determination is visible in the example of the calculated value
for a resolution of 2.3 m. For MOD interpolation, the determined watershed has almost
an identical area as the referential one. The difference is only 0.036 km2, while for the
watershed determined based on the DEM after resampling, the AVE is 6.1 km2. Thus, it
may be assumed that the watershed determined with the MOD resampling method is
more similar to the real watershed than the results determined with the use of the AVE
method. These watersheds are presented in the background of the referential watershed. A
vast majority of the generated boundaries are remarkably similar to each other, and the
differences are minimal. A decisive difference is noticeable in the northern and western
parts. Here, the MOD resampling method resulted in the shift of the determined boundary
to the south from its real location, and the cutting of a considerable area, while the AVE
resampling method led the boundary more precisely. This error of the MOD resampling
method, consisting in the reduction in the area of the watershed, has been reduced by its
increase in other fragments. Therefore, all these errors were not detected when areas of
watersheds were compared. However, they are taken into consideration for the calculation
of the normalized indicator. Thus, a better-led watershed, with the use of the AVE method,
obtained a value of this indicator of 14.5%, while the watershed for the MOD method as
much as 18.5%.



Remote Sens. 2022, 14, 1281 10 of 27Remote Sens. 2022, 13, x FOR PEER REVIEW 10 of 27 
 

 

  
(a) (b) 

  
(c) (d) 

  
(e) (f) 

  
(g) (h) 

Figure 9. Cont.



Remote Sens. 2022, 14, 1281 11 of 27Remote Sens. 2022, 13, x FOR PEER REVIEW 11 of 27 
 

 

  
(i) (j) 

  
(k) (l) 

Figure 9. Selection of 11 m resolution maps with a section line obtained by various resampling meth-
ods; (a) watercourse MIN 11 and (b) ridge MIN 11; (c) watercourse MED 11 and (d) ridge MED 11; 
(e) watercourse MAX 11 and (f) ridge MAX 11; (g) watercourse MOD 11 and (h) ridge MOD 11; (i) 
watercourse AVE 11 and (j) ridge AVE 11; (k) watercourse NN 11 and (l) ridge NN 11. 

The relationships described above for 11 m resolution occur analogously at 86 m res-
olution (Figure 10a). Even at this resolution, the MIN method preserves the shape of the 
watercourse. 

  
(a) (b) 

Figure 9. Selection of 11 m resolution maps with a section line obtained by various resampling
methods; (a) watercourse MIN 11 and (b) ridge MIN 11; (c) watercourse MED 11 and (d) ridge MED
11; (e) watercourse MAX 11 and (f) ridge MAX 11; (g) watercourse MOD 11 and (h) ridge MOD 11;
(i) watercourse AVE 11 and (j) ridge AVE 11; (k) watercourse NN 11 and (l) ridge NN 11.

Remote Sens. 2022, 13, x FOR PEER REVIEW 11 of 27 
 

 

  
(i) (j) 

  
(k) (l) 

Figure 9. Selection of 11 m resolution maps with a section line obtained by various resampling meth-
ods; (a) watercourse MIN 11 and (b) ridge MIN 11; (c) watercourse MED 11 and (d) ridge MED 11; 
(e) watercourse MAX 11 and (f) ridge MAX 11; (g) watercourse MOD 11 and (h) ridge MOD 11; (i) 
watercourse AVE 11 and (j) ridge AVE 11; (k) watercourse NN 11 and (l) ridge NN 11. 

The relationships described above for 11 m resolution occur analogously at 86 m res-
olution (Figure 10a). Even at this resolution, the MIN method preserves the shape of the 
watercourse. 

  
(a) (b) 

Figure 10. Cont.



Remote Sens. 2022, 14, 1281 12 of 27Remote Sens. 2022, 13, x FOR PEER REVIEW 12 of 27 
 

 

  
(c) (d) 

  
(e) (f) 

  
(g) (h) 

  
(i) (j) 

Figure 10. Cont.



Remote Sens. 2022, 14, 1281 13 of 27
Remote Sens. 2022, 13, x FOR PEER REVIEW 13 of 27 
 

 

  
(k) (l) 

Figure 10. Selection of 86 m resolution maps with a section line obtained by various resampling 
methods; (a) watercourse 86 and (b) ridge MIN 86; (c) watercourse MED 86 and (d) ridge MED 86; 
(e) watercourse MAX 86 and (f) ridge MAX 86; (g) watercourse MOD 86 and (h) ridge MOD 86; (i) 
watercourse AVE 86 and (j) ridge AVE 86; (k) watercourse NN 86 and (l) ridge NN 86. 

Figure 9 shows the maps obtained with all methods for 11 m resolution, and Figure 
10 shows the maps for a resolution of 86 m with a marked section line, and the sections 
themselves—through the watercourse in Figure 11 and along the ridge in Figure 12. 

Graphs show the indicator of the normalized area error (Figure 13) and the differ-
ences between the determined and referential watershed (Figure 14) for the DEM resolu-
tion from 1.5 to 7.6 m. On both graphs, we may notice a rising trend, but for the indicator, 
it is clearer and more regular. The advantage of the indicator in the presentation of the 
precision of boundaries determination is visible in the example of the calculated value for 
a resolution of 2.3 m. For MOD interpolation, the determined watershed has almost an 
identical area as the referential one. The difference is only 0.036 km2, while for the water-
shed determined based on the DEM after resampling, the AVE is 6.1 km2. Thus, it may be 
assumed that the watershed determined with the MOD resampling method is more sim-
ilar to the real watershed than the results determined with the use of the AVE method. 
These watersheds are presented in the background of the referential watershed. A vast 
majority of the generated boundaries are remarkably similar to each other, and the differ-
ences are minimal. A decisive difference is noticeable in the northern and western parts. 
Here, the MOD resampling method resulted in the shift of the determined boundary to 
the south from its real location, and the cutting of a considerable area, while the AVE 
resampling method led the boundary more precisely. This error of the MOD resampling 
method, consisting in the reduction in the area of the watershed, has been reduced by its 
increase in other fragments. Therefore, all these errors were not detected when areas of 
watersheds were compared. However, they are taken into consideration for the calcula-
tion of the normalized indicator. Thus, a better-led watershed, with the use of the AVE 
method, obtained a value of this indicator of 14.5%, while the watershed for the MOD 
method as much as 18.5%.

Figure 10. Selection of 86 m resolution maps with a section line obtained by various resampling
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Figure 11. Cross-section along the ridge for all the resampling methods and sample resolutions of 11 m.
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Figure 12. Cross-section along the ridge for all resampling methods and sample resolutions of 86 m.
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3.3. Precision of Watercourses Delineation

Figure 15 and Table 2 present the lengths of the watercourses determined with the
use of generated DEM for all resolutions and methods of resampling in comparison with
watercourses determined based on the original DEM with the resolution of 1 m.
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almost all interpolation methods; only for the MIN method did the determined water-
courses retain their parameters without any bigger changes for all resolutions. Except for 
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Figure 15. Comparison of the sum of lengths of the determined watercourses for DEM resolutions
within 1.5 and 86 m for various resampling methods and the original DEM (red line).

Table 2. Resolutions and methods of watercourses for chosen resampling.

Methods.
Resolution [m]

Resampling Method

AVE MIN NN MOD MED MAX

[km]

1.5 48.3 47.0 47.5 47.0 48.4 48.1
2.3 46.6 46.7 46.6 42.5 46.6 42.3
3.4 46.7 47.5 45.9 47.2 45.4 41.2
5.1 47.3 45.1 43.7 47.8 42.3 43.5
7.6 47.2 36.1 39.0 45.9 43.3 43.7
11 43.7 36.0 54.4 38.2 45.7 1.9
17 38.9 36.2 44.9 1.8 40.8 1.9
26 2.0 35.1 1.9 1.8 2.0 1.7
38 1.9 37.9 1.8 1.9 1.8 1.8
58 1.7 37.6 1.8 1.8 2.0 1.2
86 1.8 36.5 1.7 1.6 1.7 1.6

Figure 16 presents average gradients of watercourses determined with the use of gener-
ated DEMs for all resolutions and methods of resampling. These values are compared with
the gradient of the watercourse determined based on the original DEM with a resolution
of 1 m. Table 3 presents the precision values of the average gradients of the watercourses
shown in Figure 16.

Table 3. Average gradients of watercourses for chosen resampling methods.

Resolution [m]
Resampling Method

AVE MIN NN MOD MED MAX

[%]

1.5 8.5 8.1 8.6 8.1 8.5 8.0
2.3 8.5 8.8 8.5 8.6 8.7 8.0
3.4 8.0 8.4 8.3 8.2 8.8 7.0
5.1 7.9 7.6 8.1 7.4 8.0 6.9
7.6 7.7 7.8 7.3 6.8 7.3 6.1
11 7.1 7.9 6.1 6.1 6.8 0.0
17 6.4 8.3 5.9 0.0 6.3 0.0
26 0.0 8.7 0.0 0.0 0.0 0.0
38 0.0 8.2 0.0 0.0 0.0 0.0
58 0.0 8.6 0.0 0.0 0.0 0.0
86 0.0 8.1 0.0 0.0 0.0 0.0
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Figure 16. Comparison of average gradients of the determined watercourses for DEM resolution
within 1.5 and 86 m for various resampling methods and original DEM (red line).

As it was shown in the graphs in Figures 15 and 16, both the lengths and gradients of
the rivers changed considerably. In both cases, similar to the case of the determination of the
border of the watershed, these changes were not uniform. The clearest change was a drastic
reduction in both parameters for DEM resolution that exceeds 17 m. It relates to almost
all interpolation methods; only for the MIN method did the determined watercourses
retain their parameters without any bigger changes for all resolutions. Except for one case,
the lengths of the watercourses for all DEMs were shorter than the original one. Initially,
at the reduction in the resolution, differences in lengths of the determined watercourses
were small and then they clearly increased. The lengths of the watercourses for the MIN
interpolation method decreased considerably for resolution 7.6 m (this resolution gives the
weakest result among all the resampling methods, but is still maintained at the constant
level). Gradients of the watercourses in the initial stage of reduction in DEM resolution
rose slightly for all interpolation methods, then slightly but regularly reduced, to drop
almost to 0 at the resolution of 26 m. This is not related to the MIN interpolation method,
which, from the beginning to the end, fluctuated from around the obtained value to the
original DEM.

In the parts of the watercourse presented in Figure 17 for the MAX method, the water-
course was not visible even at a resolution of 11 m, and for the mode, it was significantly
interrupted. The method of means clearly widened the course, but even at a resolution
of 86 m, its course was not disturbed. Additionally, on the cross-section through the wa-
tercourse (Figure 18), it can be seen that only for the MIN method was the watercourse
depth maintained in both resolutions. The NN and MED methods, although reducing the
depth of the trough, did not leave them visible in the same place. In other methods and
resolutions, the trough was not visible.
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Figure 17. Cross-section of the watercourse for all resampling methods and sample resolutions of 11 m.
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Figure 18. Cross-section of the watercourse for all resampling methods and sample resolutions of 86 m.
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4. Discussion

Many of the tools used and described in the literature are not dedicated to significantly
altering the resolution. ANUDEM is a proposition of a commercial, extensive data process-
ing tool that can generate results of various resolutions. Similarly, the resampling tool with
the bilinear and cubic methods in ArcGIS is also not dedicated to significantly changing the
resolution. When changing the resolution from 1 m to 50 m, we make 1 pixel out of 2500 pix-
els. There is no significant difference in the result, whether we take 1 pixel (NN), 4 adjacent
pixels (bilinear), or even 16 (cubic) pixels for the calculation compared to the other option,
of taking more than 2480 distant pixels. Therefore, in this paper, statistical sampling meth-
ods were used. The operation modes have the same characteristics regardless of which is
chosen, when the size of the resolution change is not taken into account.

4.1. DEM Precision

The results obtained in these studies decisively diverge from the ones obtained by
Haile and Rientjes [23], who applied, inter alia, the NN method for reduction in DEM
resolution. Table 4 presents the results of the comparison.

Table 4. Comparison of RMSE obtained in this research and those obtained in another studies.

Degree of Change
Change in Resolution [m] RMSE [%]

Haile and Rientjes [23] This Studies Haile and Rientjes [23] This Studies

3x from 1.5 to 4.5 from 1 to 2.3 3.13 2.98
5x from 1.5 to 7.5 from 1 to 5.1 3.54 6.29
7x from 1.5 to 10 from 1 to 7.6 2.81 8.12

When the length of the pixel edge increases by threefold, the results in both cases are
close to three. In the case of a fivefold increase, the RMSE obtained by Haile and Rientjes is
considerably lower, but the trend is the same, because in both cases the RMSE increased.
On the other hand, at the sevenfold change in resolution, the RMSE in their studies was
not only much smaller than the RMSE in these tests, but it was the smallest of all the
cases described in this paragraph. Despite only three resolutions being investigated in
the research by Haile and Rientjes [23], it is clear that the relation of the DEM error to its
resolution is not rectilinear or even monotonic. An analogous situation was shown for the
bilinear situation and the cubic convolution. In these studies, in no cases did a change in
the trend occur or an error regularly increase along with the increase in the DEM resolution.

Chen et al. [42] analyzed DEM precision with an original resolution of 3 m aggre-
gated with steam burning, ANUDEM, and Compound methods. The calculated values
of RMSE were close to the ones obtained in these studies at the comparison of the results
for aggregated DEM, where the pixel edge was the same multiplicity as the original one.
In both cases, the error systematically rose along with the pixel size. Chen et al.’s results
may be assessed from the point of view that, in the range investigated by them, the RMSE
depended linearly on the resolution, while in this paper, for DEM resolution from 11 to 86
m, this relation has an elementary dependency (Figure 19), and the error depends linearly
on the resolution, as in the case of Chen et al. [42].
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Thus, one may assume that the results of these papers differ only because a varied
range of resolutions was taken into consideration.

4.2. Boundaries of Watershed

Lin et al. [22] carried out analyses for DEM from three various sources and using
resolutions of 5.30 and 90 m. These were, respectively, DEMs made based on topographical
maps on the scale of 1:10 000, and DEMs from the Aster device and SRTM mission. The
authors reduced the resolution of private data to 140 m, obtaining 11 diverse sizes of a
pixel. In the entire scope of changes and for all sources, the surface areas of watersheds
remained unchanged. Similar studies were carried out by Dixon and Earls [2], who reduced
DEM resolution from the original one of 30 m to 90 and 300 m. At a tenfold reduction in
DEM resolution, the surface area of the determined watershed decreased by less than 2.5%.
The trend of changes was the same as in this paper; however, the differences obtained by
them was slight. Both the results of Lin et al. [22] and Dixon and Earls [2] are similar to the
results of this study in some ranges of the change in DEM resolution.

Chaubey et al. [43] increased the size of a pixel from the original 30 m to, respectively,
100, 150, 200, 300, 500, and 1000 m using only one method—bilinear interpolation. Along
with the decrease in resolution, the size of a given watershed systematically decreased,
which is presented in Figure 20. These results are also similar to a fragment of this research
(DEM resolution: 3.4–17 m).

Another characteristic of the changes in the surface area of the watershed was obtained
by Tan et al. [24]. In their case, the surface area of the watershed increased (Figure 20).
With smaller changes in the resolution, the dynamics of changes in the surface area were
significant, and when reaching a higher size of pixels, changes reduced considerably.

Charrier and Li [1] used DEM from LiDAR measurements with an original resolution
of 1 m, reducing it later to 3, 5, 10, 15, and 30 m. They noticed that, in the case of the
highest resolutions, 1.3 and 5 m, there were errors in the determination of the watershed
boundaries that disappeared at larger sizes of pixels. They suspected that it may be related
to the impact of small forms in the topography of the terrain, such as roads or bridges, on
the DEM shape, which at smaller resolutions can be insignificant due to the average value
of pixels. According to the author, this is an issue of mistakes in the preparation of the
DEM, which is a subject of separate studies [44], and not an issue concerning the impact of
its various resolutions on the determination of the watershed boundaries.
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Based on LiDAR measurements, Goulden et al. [27] made DEMs with resolutions
from 100 to 1500 m and analyzed, inter alia, their impact on the area of the determined
watershed. Errors in the determination of boundaries were generally small, but the authors
noticed that they clearly rise when the DEM error exceeds the difference in the height of
neighboring pixels. Such boundaries also occur in these studies, but we failed to find the
reasons for their occurrence.

In both the described and previous studies, we cannot notice a clear regularity of the
impact of the DEM pixel size on the change in the watershed size. Its surface area may
stay almost constant [2,22], may change fluently [43], or may change irregularly—in a step
manner [24], this study.

An indicator similar to the NEA indicator suggested in Section 2.3 was used by
Charrier and Li [1] and previously by Bates and De Roo [45], as follows:

Fit(%) =
Mmod ∩Mre f

Mmod ∪Mre f
·100, (3)

where Mmod is the modelled area, Mref is the referential area, ∪ and ∩ are the operation of
the sum and the product in geographic information systems, respectively. Errors of the
watershed increase by a value which has a smaller impact on the size of the indicator than
the reduction in the watershed by the same surface area. In the suggested indicator, the
basis for normalization is a surface area of the real watershed, and both types of errors are
treated the same.

4.3. Watercourses

Wu et al. [26] decreased an original resolution of 10 m to 30, 60, 100, 150, and 200 m
with the nearest neighbor, bilinear, and cubic convolution methods. They analyzed the
longest flow paths, which were the same as the determined watercourses at the minimal
surface area of drainage required for the formation of the outflow. For all ranges of changes
in resolution and resampling methods, the flow paths changed considerably. However,
contrary to these results, one could not have noticed any correlation of these parameters.

Yang et al. [19] performed various DEMs from measurement points made with LiDAR.
They determined watershed and watercourses for DEM with resolutions of 1, 5, 10, 30,
and 60 m, and then compared them with a determined model from the field data. They
analyzed, inter alia, the length and gradient of watercourses. The watersheds taken
into consideration were mountainous, and for various DEM resolutions, the determined
watercourses were remarkably close to each other and crossed regularly. In these studies,
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changes in parameters of the determined watercourses were much higher than in the
research by Yang et al. [19]. They were aware that such results could not be reached for
watersheds with smaller gradients, and they confirmed that, for such terrains, issues related
to the delineation of the boundaries of watersheds and a river network are inseparable.

The impact of both resolution and the resampling method on the length and gradient of
watercourses was the subject of the research by Tan et al. [24]. They took into consideration
the nearest neighbor, bilinear interpolation, cubic convolution, and majority methods,
which they used for the change in DEM resolution from 20 to 60 m. Unfortunately, this
change in pixel size did not show any impact on the obtained parameters of watercourses.
These results differ from the above, but it may be assumed that this is a product of using
DEM analyses of 11 new resolutions instead of only 1. For the change in resolution in a
wider scope, as much as up to 1500 m, Tan et al. [24] used only the NN method. The length
and gradient of the watercourses determined based on the DEM, obtained in such a way,
changed irregularly, and no clear relation was noticed.

Comparable results were obtained by Charrier and Li [1]. They obtained regular
reduction in the length of watercourses along with the reduction in DEM resolution. Sim-
ilarly, they used the source LiDAR DEM with a resolution of 1 m. The results obtained
therefrom were used by them as a reference, and they made tests for several DEM with
slight differences in the resolution.

4.4. Discussion Summary

Due to the large scope and frequency of DEM resolution changes, the results of
this study could not fully coincide with the previous ones described in the literature.
However, it can be noticed that most of them coincide with fragments of the results
of this work. Together, they can create one coherent picture, in which, along with the
reduction in the DEM resolution, there are alternating periods of decreasing and constant
modeling accuracy.

Cases of increasing modeling accuracy along with decreasing resolution are rarely
described in the literature. Such cases were noticed in the described studies, but they
resulted from errors in the DEM. After eliminating them, the change in accuracy returned
to the expected one.

5. Conclusions

Generally, problems of hydrological modeling related to the precision and resolution
of DEMs are related to watersheds with a small gradient of the terrain. In mountainous
watersheds, shifts of the watercourses or boundaries are small, and most often are related
to the generalization of the shape within the range of the pixel size.

On the DEM, errors in the form of no correction of the height of some buildings and
structures such as bridges and culverts may occur. High DEM resolutions may cause con-
siderable errors in the determination of the watercourses and the boundaries of watersheds.
At lower resolutions, this effect changes, and the error related to the resolution decreases.
This change may be bigger than the increase in the error related to the reducing DEM
resolution and, after placing these effects, within this range of resolution, the precision of
modeling may increase along with reduction in resolution, which may lead to erroneous
general conclusions being drawn.

The size of the watershed is not the best indicator in assessing of the usefulness of
a DEM in determining the watershed boundaries; thus, NAE indicators were suggested,
where boundaries shifted to the inside and outside of the real watershed do not level each
other out, and the impact of the first and the others depends on the equal weight.

In the assessment of the resampled DEM—by comparison of the value with the
referential value—the weakest results were obtained by the MIN method, while in the
assessment of the precision of the determination of watercourses and boundaries of the
watersheds, this method obtained the best result. This results from the fact that not only the
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method of the resolution change, but also the assessment method of its operation, should
be adjusted to the manner of use of the resulting DEM.

In the entire range of the DEM resolutions, there were fragments with various dynam-
ics of the change in the precision of the determination of the watershed and watercourse
parameters. For some fragments, these parameters changed slightly or not at all, and for
others, changes were regular and fast. There may be several different fragments, thus, a
high sampling rate is needed for their detection. In this research, another DEM was ob-
tained by division of the resolution of the previous by 1.5. Probably, similar analyses carried
out on other watersheds, or with the use of this factor, would enable a better explanation
of this phenomenon. Recognition of the rules that govern the dynamics of the changes in
the precision of modeling watersheds would enable indication of some values at which an
increase in the DEM resolution gives small advantages, or where the relation between the
quality of results and the DEM resolution, and the expenditures devoted for obtaining it, is
exceptionally favorable.

The work was undertaken as a result of encountering real-world problems with the
change in the DEM resolution in the Zgłowiączka (Poland) catchment area, i.e., a flat
agricultural area, that is why the resampling method was evaluated based only on the
length-designated watercourses. Other differences can be expected in the accuracy of the
catchment determination in mountainous areas. Based on the literature review, it was found
that, in such areas, the boundaries of the catchment area determined by the NN method
are accurate, and the problem with errors in various types of resampling is negligible. The
results obtained for the tested facility confirmed our expectations. After comparing the
results obtained on the basis of the calculations carried out for this catchment with the use
of six resampling methods, it was found that the MIN method is the most appropriate for
this type of research.

In order to further research the topic, we plan to continue the research with the
use of the methodology developed in this study in different catchments, with varying
geomorphological structures. We plan to develop the methodology surrounding the shape
irregularity evaluation in the derived drainages with different approaches. This research
can be expected to aid in a full understanding of the mechanisms of the impact of reducing
the resolution of DEMs on hydrological modeling of catchments with different elevation
gradients.
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41. Barszczyńska, M.; Borzuchowski, J.; Kubacka, D.; Piórkowski, P.; Rataj, C.; Walczykiewicz, T.; Woźniak, L. Mapa podziału
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