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Abstract: When the in-orbit geometric calibration of optical satellite cameras is not performed in
a precise or timely manner, optical remote sensing satellite images (ORSSIs) are produced with
inaccurate camera parameters. The internal orientation (IO) biases of ORSSIs caused by inaccurate
camera parameters show a discontinuous distorted characteristic and cannot be compensated by a
simple orientation model. The internal geometric quality of ORSSIs will, therefore, be worse than
expected. In this study, from the ORSSI users’ perspective, a feasible internal geometric quality
improvement method is presented for ORSSIs with image reorientation. In the presented method,
a sensor orientation model, an external orientation (EO) model, and an IO model are successively
established. Then, the EO and IO model parameters are estimated with ground control points. Finally,
the original image is reoriented with the estimated IO model parameters. Ten HaiYang-1C coastal
zone imager (CZI) images, a ZiYuan-3 02 nadir image, a GaoFen-1B panchromatic image, and a
GaoFen-1D panchromatic image, were tested. The experimental results showed that the IO biases of
ORSSIs caused by inaccurate camera parameters could be effectively eliminated with the presented
method. The IO accuracies of all the tested images were improved to better than 1.0 pixel.

Keywords: geometric quality; internal orientation; sensor orientation; optical satellite images; image
reorientation

1. Introduction

The sensor orientation accuracy is a very important indicator to measure the geometric
quality of optical remote sensing satellite images (ORSSIs). Sensor orientation can mainly
be divided into two categories: external orientation (EO) and internal orientation (10).
Usually, EO represents the sensor orientation of a satellite camera as a whole. It is defined
by a single vector in a camera reference frame and is the main contributor to the sensor
orientation accuracy. 1O refers to the internal geometric parameters of the satellite camera
and gives the exact coordinates of each individual pixel in the camera’s reference frame.
The external geometric quality of ORSSIs often refers to an EO accuracy, and the internal
geometric quality often refers to an IO accuracy. In practice, both the external and internal
geometric qualities of ORSSIs can be achieved by a physical sensor model (PSM) or an
alternative rational function model (RFM).

The external geometric quality of ORSSIs is mainly determined by the observation
accuracy of satellite positions and attitudes. The EO biases caused by satellite position
and attitude errors are often simple. A shift model, an affine transformation model, or a
quadratic polynomial model is, therefore, sufficient to compensate the biases in both the
PSM and the RFM with few ground-control points (GCPs) [1-6]. The external geometric
quality plays a very import role in global mapping, because it is very difficult or even
impossible to collect worldwide GCPs. The IO biases of ORSSIs are more complicated
than the EO biases. The factors affecting the internal geometric quality include satellite
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attitude jitters, camera distortions, multiple-charge-coupled device (CCD) misalignments,
focal length errors, etc. [7-9]. The IO biases of ORSSIs that are caused by these factors
often cannot be effectively modeled and compensated by a simple orientation model in the
whole image [9-12].

The internal geometric quality of ORSSIs directly affects the geometric quality of
geospatial information products (e.g., digital orthophoto maps (DOMs) and digital ele-
vation models (DEMs)) derived from ORSSIs [13,14]. In order to improve the internal
geometric quality of ORSSIs, researchers have conducted many studies and achieved many
impressive results. For example, in terms of satellite attitude jitters, Wang et al. presented a
distortion correction method for ZiYuan-3 satellite images based on virtual steady reimag-
ing [15]. Teshima and Iwasaki presented a satellite attitude jitter correction method for
the Terra spacecraft using ASTER/SWIR images with parallax observation [16]. Cao et al.
presented a nonlinear bias compensation method for ZiYuan-3 satellite images with cubic
splines [17]. Tong et al. presented a detection and estimation method for ZiYuan-3 three-
line array image distortions caused by satellite attitude jitters [18]. Zhang et al. presented
an attitude jitter compensation method for remote sensing images using a convolutional
neural network [19]. With the help of these methods, the negative influence of satellite
attitude jitters could often be effectively eliminated and the internal geometric quality of
ORSSIs could be obviously improved.

With the exception of satellite attitude jitters, the internal geometric quality degra-
dation of ORSSIs caused by camera distortions, multiple CCD misalignments, and focal
length errors is actually caused by inaccurate camera parameters. As long as the above
influence factors are modeled by proper camera models and camera parameters determined
in a are timely and precise manner, the internal geometric quality of ORSSIs can often be
improved. At present, the in-orbit geometric calibration of optical satellite cameras is a
widely used method to obtain accurate camera parameters. In fact, in order to improve
the internal geometric quality of ORSSIs, many in-orbit geometric calibration methods
have been developed. The majority of optical satellite cameras were geometrically cali-
brated during the whole in-orbit life of optical satellites. For example, Gachet detailed an
accurate interior parameter determination method for SPOT-5 HRG and HRS cameras [20].
Leprince et al. described a generalized internal calibration method for any pushbroom
cameras and particularly focused on the distortions caused by CCD misalignments [21].
Radhadevi and Solanki discussed the individual sensor alignment calibration, inter-camera
alignment calibration, and focal-plane calibration of different IRS-P6 cameras [22]. Cao
et al. presented an in-orbit geometric calibration method for ZiYuan-3 three-line cameras
based on CCD-detector look angles [23]. Wang et al. presented a generalized external and
internal calibration method for optical satellite cameras, and the presented method was
successfully used by many Chinese optical satellites, such as ZiYuan-3, ZiYuan-1 02C, and
GaoFen-1/2/6 satellites [9,24-26]. It is noted that in-orbit geometric calibration can only
calibrate the static geometric parameters, such as camera installation angles and camera
distortions. The dynamic part of the geometric model errors (e.g., satellite attitude jitters)
often differs for different ORSSIs. These variable errors should be compensated before the
geometric calibration.

With the help of in-orbit geometric calibration, the internal geometric quality of ORSSIs
can, indeed, be improved. However, the camera status is not always constant during the
whole in-orbit life of optical satellites. Space environment changes and camera depletions
perhaps change the camera status to some extent. This means that in-orbit geometric
calibration should be performed aperiodically, depending on the camera status. Otherwise,
the currently used camera parameters will be unable to describe the changed camera
status, and these inaccurate camera parameters will reduce the internal geometric quality
of ORSSIs. At present, the in-orbit geometric calibration of optical satellite cameras is often
performed by ORSSI vendors. As the number of in-orbit optical satellites increases, it is
very difficult for ORSSI vendors to guarantee that each satellite camera has accurate camera
parameters at all times. When users receive ORSSIs that were produced with inaccurate
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camera parameters, they are unable to perform geometric calibration. The reason for this
is that satellite positions, satellite attitudes, and imaging time parameters are unavailable
for ORSSI users. They are unable to establish geometric calibration models. In this case,
the internal geometric quality of ORSSIs cannot be improved for ORSSI users with widely
used in-orbit geometric calibration methods.

From the ORSSI users’ perspective, a feasible internal geometric quality improvement
method for ORSSIs with image reorientation is presented in this study. In the presented
method, a sensor orientation model, an EO model, and an IO model are successively
established. Then, with the help of GCPs extracted from reference DOMs and DEMs,
the EO and IO model parameters are estimated. Finally, ORSSIs are reoriented with the
estimated IO model parameters. With the presented method, the internal biases of ORSSISs,
caused by inaccurate camera parameters, can effectively be eliminated, and the internal
geometric quality can, therefore, be improved.

The remainder of this paper is organized as follows. Section 2 details the presented
internal geometric quality improvement method, including the establishment of the sensor
orientation, EO, and IO models, and the image reorientation. Section 3 describes the use of
ten HaiYang-1C coastal zone imager (CZI) images, a ZiYuan-3 02 nadir image, a GaoFen-1B
panchromatic image, and a GaoFen-1D panchromatic image to analyze the feasibility and
effectiveness of the presented method. All the tested images are in level 1; that is, geometric
positioning, band registration, geometric stitching, and relative radiometric correction are
completed. Section 4 gives the conclusions.

2. Methodology
2.1. Sensor Orientation Model

Existing sensor orientation models of ORSSIs can mainly be divided into two cate-
gories: PSMs and empirical sensor models [3,27]. Establishing a PSM involves a series of
very complicated space coordinate transformations. Moreover, different ORSSIs perhaps
have different PSMs, due to their different imaging mechanisms, different camera struc-
tures, and different satellite position and attitude definitions. For ORSSI users, satellite
positions, satellite attitudes, and imaging time parameters are often unavailable, so they
are unable to establish the PSM of an ORSSI. Instead, they can establish the REM, since the
rational polynomial coefficients (RPCs) are often supplied by ORSSI vendors, together with
the corresponding image.

The RFM is a widely used empirical sensor model in spaceborne photogrammetry.
Compared with the PSM, the RFM has the characteristics of simplicity and universality and
is free of professionalism. The RFM has been taken as a standard sensor orientation model
by many optical satellites, such as IKONOS, QuickBird, ZiYuan-3, and GaoFen-1 satellites.
Hence, we employ the RFM as the sensor orientation model of ORSSIs in this study.

Mathematically, the REM describes the geometric relationship between an image point
and the corresponding ground point with the ratios of cubic polynomials, as follows:

Tn = P1(@nAnhn)

- PZ((Pn//\nrhn)
Cp = P3(@nAnlin) @
n p4(§0n /\nrhn)

Pl((Pn/ An, hn) = ay + apAy + az@n + aghy + asA,@n + agAnhy + az@phy, + aSA%
+Ll9(p% + ﬂloh% + a11An (Pnhn + 0112/\;9’1 + a3y (p% + Ll14/\nh% 2)
+a15A5Qn + 01695 + a17Quh + a18A5hy + a1995hy + axl,

where (1, ¢;) are the normalized values of the image point coordinates (7, ¢); and (¢, An,
hy) are the normalized latitude, longitude, and height of the corresponding ground point,
respectively; aj, ay, ... , ayo are the coefficients of the polynomial p;, and the coefficients of
P2, p3, and py are defined similarly. The coefficients of the polynomials p1, pp, p3, and py4 are
named RPCs.
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2.2. External Orientation Model

The RFM is actually a fitting model that uses a mathematical model to fit the PSM.
Although the fitting errors from the PSM to the RFM can often be ignored, the biases in
the PSM, caused by satellite position and attitude errors, are undoubtedly propagated into
the estimated RPCs. In order to better improve the IO accuracy of ORSSIs, we should first
eliminate the external biases caused by satellite position and attitude errors.

Satellite position and attitude errors often result in temporal line of sight (LOS) vari-
ations over a full linear-array satellite image; that is, different image lines perhaps have
different and temporal external biases. Previous studies have shown that an affine transfor-
mation model or even a shift model is sufficient to compensate such external biases in the
REM [28,29]. The EO model of ORSSIs can, therefore, be expressed as follows:

{ r=eq+eiry+exy 3)
c= fo+ firp + facp

where (e, fo) model the shift, (e, e1, fo, f1) model the shift and drift, and (e, e1, €2, fo, f1,
f2) describe an affine transformation; (rp, ¢y) are the projected image point coordinates of
the ground point and can be obtained as follows:

_ N <(Pm/\n hn)
rp B P2 ((Pn//\n/hn) s + To (4)
C, = __P3 (4711 s n) + C
p Pa (?n//\nrhn) 0

where (1o, ¢,) and (75, cs) are the offset and scaling values of the image point coordinates (7, c).

2.3. Internal Orientation Model

Currently, multiple satellite cameras or multiple linear-array CCDs are often used to
increase the total image swath of ORSSIs. In ORSSI ground-processing, a virtual linear-array
CCD is often set, and then multiple sub-images collected by each CCD are geometrically
stitched together [30,31]. The ORSSIs provided by ORSSI vendors are actually stitched
images rather than original sub-images.

In the geometric stitching procedures, the camera parameters of the virtual CCD are
manually set and free of errors. The RPCs, together with ORSSIs provided by ORSSI
vendors, are generated with the virtual CCD. The RPCs of ORSSIs are, therefore, free of
internal biases. In fact, the inaccurate camera parameters of original CCDs only affect
the stitched image rather than the corresponding RPCs. The influences caused by the
inaccurate camera parameters on the stitched image mainly include image distortions,
sub-image misalignment, and band misalignment. These influences will undoubtedly
reduce the internal geometric quality of ORSSIs.

In order to improve the internal geometric quality of ORSSIs, we can borrow ideas
from widely used in-orbit geometric calibration methods. In in-orbit geometric calibration,
a look-angle model is often employed as the internal calibration model. Previous studies
have shown that the look-angle model can indeed describe the internal biases caused by
CCD translation and rotation errors, focal length errors, and camera distortions [9,26,30].
Mathematically, the look-angle model is actually a polynomial model. The IO biases
caused by in accurate camera parameters, i.e., inaccurate polynomial model parameters,
can theoretically be compensated by a polynomial model. Based on the above analysis, we
establish the IO model of ORSSIs as follows:

{ Te =1 = 850, +81,C + 52, + 53,7 + - - - ®)

ce—C=tg;+t1ic+tric?+1t3;c>+ -

where (7, c.) are the projected image point coordinates of the ground point after EO bias
compensation; (s ;, 51,52, 534, - -- » tois t1is tois t3 .- ) (i=1,2,3,...,n) are IO model
parameters. It is noted that each CCD has a set of look-angle model parameters in in-orbit
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geometric calibration. Accordingly, a set of IO model parameters is needed in Equation (5),
and n denotes the number of original sub-images.

It is noted that this study only focuses on ORSSIs collected by multiple collinear

linear-array CCDs. All the CCD detectors distribute collinearly in the across-track direction
on the camera focal plane. Hence, only the coordinate c is sufficient to compensate the IO
biases in Equation (5). For the ORSSIs collected by frame CCDs, both coordinates r and ¢
should be considered.

2.4. Image Reorientation

With the sensor orientation model, EO model, and IO model established above, the

sketch map of the presented internal geometric quality improvement method is shown in
Figure 1.
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Figure 1. The sketch map of the presented method.

The main procedures of the presented method are as follows:

Dense GCPs in an original image are automatically extracted from the reference DOMs
and DEMs by image matching.

Each ground point p(¢, A, h) is projected onto the image according to Equation (4),
and a projected image point py(rp, cp) is obtained. With the point p,(rp, ¢p) and the
corresponding point p(r, ¢), the EO model parameters in Equation (3) are estimated
according to the least squares adjustment method.

With the estimated EO model parameters, EO bias compensation of each projected
image point py(ry, cp) is performed, and an EO-bias-compensated image point p,(e, c.)
is obtained. With the point p.(r., c.) and the corresponding point p(r, c), the IO model
parameters in Equation (5) are estimated.

With the estimated 10 model parameters, IO bias compensation of each image point
p'(r, ¢) in a reoriented image is performed, and an IO-bias-compensated image point
pi(ri, c;) is obtained. According to the image-space coordinates (r;, ¢;), a grey value is
resampled from the original image and assigned to the image point p'(r, c).

After the original image is reoriented with the presented method, the 1O biases can be

eliminated and the internal geometric quality of the reoriented image can be improved.
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3. Experimental Results
3.1. Experimental Datasets

In this study, ten HaiYang-1C CZI images in level 1 were first tested. The general char-
acteristics of ten images are listed in Table 1. The size of each image was 21,800 x 7600 pixels.
The ground sample distance (GSD) of CZI images was approximately 50 m. In order to
evaluate the internal geometric quality of CZI images, we used the globally publicized
Landsat DOMs with a resolution of 15 m and shuttle radar topography mission (SRTM)
DEMs with a resolution of 90 m as the reference data. The planimetric accuracy of the
Landsat DOM is 12 m [32], and the height accuracy of the SRTM DEM is 16 m [33]. The
evaluation errors caused by the reference data are theoretically smaller than 0.3 pixel,
which is acceptable for evaluating the internal geometric quality of CZI images. It is noted
that CZI images have four bands. The presented internal geometric quality improvement
method is the same for different bands. Hence, only band 1 of the ten CZI images was used
to demonstrate the effectiveness of the presented method.

Table 1. General characteristics of the HaiYang-1C CZI images.

Latitude and Longitude of Scene

Image Acquisition Date Center (°) Terrain Relief (m)
Image 1 8 October 2019 86.65°W, 40.69°N 145~435
Image 2 7 November 2019 147.21°E, 30.52°S 0~1432
Image 3 25 July 2019 22.28°E, 26.49°S 578~2047
Image 4 29 July 2019 31.09°E, 24.85°S 0~2295
Image 5 19 August 2019 45.74°E, 36.35°N 7~4096
Image 6 12 June 2019 52.58°E, 31.99°N 0~4108
Image 7 10 December 2019 86.17°E, 29.75°N 589~7772
Image 8 9 December 2019 105.81°E, 39.68°N 622~3121
Image 9 14 October 2019 117.13°E, 48.42°N 134~2262
Image 10 24 September 2019 125.26°E, 48.05°N 50~1655

3.2. Internal Geometric Quality Analysis

In this section, image 1 in Table 1 was used to evaluate the presented method. Dense
image matching was first performed and 49480 GCPs in image 1 were extracted from the
reference DOM and DEM. For ORSSIs collected by multiple collinear linear-array CCDs,
the IO biases of different image lines are theoretically the same. Hence, GCPs distributed in
several hundred image lines rather than the whole image were sufficient to estimate the IO
model parameters, as shown in Figure 2. Moreover, using GCPs that were distributed in
a few lines can reduce the negative influence of satellite attitude jitters on the estimation
of IO model parameters. The EO model parameters estimated with these lines may be
unable to represent the LOS variations over the full image. This situation actually has no
influence on the presented method, because only the IO model parameters are used to
reorient ORSSIs.

With the extracted GCPs, the EO model parameters in Equation (3) and the IO model
parameters in Equation (5) were successively estimated. Then, image 1 was reoriented with
the estimated IO model parameters, as described in Section 2.4. In order to comparatively
demonstrate the effectiveness of the presented method, we designed two experiments,
as follows:

Experiment E1: The extracted GCPs in the original image were taken as checkpoints
and used to evaluate the internal geometric quality without image reorientation;

Experiment E2: GCPs in the reoriented image were extracted from the reference DOM
and DEM. The extracted GCPs were also taken as checkpoints and used to evaluate the
internal geometric quality with image reorientation.
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Figure 2. GCP distributions in image 1.

With regard to the internal geometric quality evaluation, the EO model parameters
in Equation (3) were first estimated with GCPs. The EO biases of each projected image
point of checkpoints were then compensated. Finally, the max errors and the root mean
square errors (RMSEs) of coordinate residual errors between the EO-bias-compensated
image points and the corresponding points were calculated and taken as the 10 accuracy,
i.e., internal geometric quality, as listed in Table 2. The residual error distributions of
checkpoints in experiments E1 and E2 are shown in Figures 3 and 4, respectively.

Table 2. The IO accuracy of image 1.

Max (Pixel) RMSE (Pixel)
Image Experiment Number
of GCPs r c Planimetry r c Planimetry
1 E1 49,480 —4.479 3.757 4.803 1.937 0.903 2.137
E2 49,432 1.198 —-1.197 1.550 0.378 0.376 0.533
&
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Figure 3. Residual error distributions of checkpoints in (a) column and (b) row directions in experi-
ment E1.

In experiment E1, the IO accuracy of image 1 without image reorientation was worse
than 2.0 pixels. Image 1 had obvious IO biases, as shown in Figure 3. From the residual error
distributions of the checkpoints, we could intuitively see that different parts of image 1 had
different IO biases. The IO biases of image 1 were discontinuous in both the column and
row directions and could not be modeled by a single IO model, expressed in Equation (5).
In fact, the HaiYang-1C satellite is equipped with two CZI cameras, and each camera has
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two linear-array CCDs. Image 1 was geometrically stitched by four sub-images, collected
by four corresponding CCDs. According to the residual error distributions of checkpoints,
image 1 could be divided into four sub-images in the column direction. Each sub-image
corresponded to a CCD. The inaccurate camera parameters of different CCDs resulted in
different IO biases. Therefore, we could see discontinuous IO biases, shown in Figure 3,
and sub-image misalignments, shown in Figure 5a.

BN O N

Residual error

in column direction (pixel)

0 4000 6000 8000 10,000 12,000 14,000 16,000 18,000 20,000
Column coordinate
(a)
T T T T T T T T T T

3 4
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(b)

Figure 4. Residual error distributions of checkpoints in (a) column and (b) row directions in experi-
ment E2.

(a) (b)

Figure 5. Sub-image misalignments in image 1 in (a) experiment E1 and (b) experiment E2.

When image 1 was logically divided into four sub-images, the residual error distri-
butions of checkpoints in each sub-image presented an obvious polynomial characteristic,
as shown in Figure 3. This polynomial characteristic was theoretically consistent with the
look-angle model, i.e., a polynomial model, used in in-orbit geometric calibration. Hence,
in experiment E2, the four IO models expressed in Equation (5) were used for each divided
sub-image in image 1. The reoriented image of image 1 could then be obtained with the
estimated IO model parameters. For image 1 with image reorientation, the IO biases could
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be effectively eliminated, as shown in Figure 4. The residual errors of checkpoints no longer
showed a distorted characteristic. The sub-image misalignments could also be effectively
eliminated, as shown in Figure 5b. Consequently, the IO accuracy of image 1 with image
reorientation was improved to better than 1.0 pixel. This demonstrated that the IO model
established in this study could precisely model the IO biases of CZI images caused by
inaccurate camera parameters. This conclusion could also, theoretically, be supported by
the model consistency between the look-angle model in in-orbit geometric calibration and
the IO model established in this study.

3.3. Performance Analysis of Estimated Internal Orientation Parameters

As far as we know, if camera parameters of optical satellites are not precisely and
timely determined, the IO biases of ORSSIs caused by inaccurate camera parameters should
be theoretically systematic at least in several months. In order to further confirm that the
IO biases of image 1 were indeed caused by inaccurate camera parameters, the IO model
parameters estimated with image 1 in Section 3.2 were used to reorient images 2-10 in
Table 2. Two comparative experiments were designed as follows.

Experiment S1: The checkpoints in original images 2-10 were extracted, and the
internal geometric quality of images 2-10, without image reorientation, were evaluated;

Experiment S2: The checkpoints in reoriented images 2-10 were extracted, and the
internal geometric quality of images 2-10, with image reorientation, were evaluated.

The IO accuracies of images 2-10 achieved in experiments S1 and S2 are listed in
Table 3. Images 2 and 3 were taken as two examples. The checkpoint distributions in
images 2 and 3 are shown in Figure 6. The residual error distributions of the checkpoints in
image 2, achieved in experiments S1 and S2, are shown in Figures 7 and 8, respectively. The
residual error distributions of the checkpoints in image 3 are shown in Figures 9 and 10.

Table 3. The IO accuracies of images 2-10.

Tmage Experiment Number Max (Pixel) RMSE (Pixel)
of GCPs r c Planimetry r c Planimetry
S1 11,410 —5.026 4.254 5.384 1.428 0.830 1.651
2 S2 11,404 —1.506 —1.499 1.981 0.501 0.482 0.696
S1 8619 —4.174 2.634 4.430 0.895 1.657 1.884
> S2 8622 1.500 1.500 1.986 0.520 0.500 0.721
S1 14,579 —5.040 4.506 5.623 1.718 0.880 1.930
! S2 14,585 —1.495 —1.486 2.016 0.487 0.437 0.655
S1 14,454 —4.594 4.040 5.022 1.512 0.721 1.675
> S2 14,452 —1.584 —1.411 2.043 0.562 0.448 0.719
S1 14,183 —4.755 4.841 5.799 1.858 0.960 2.092
6 S2 14,186 —1.820 —1.499 2.322 0.592 0.531 0.796
S1 11,894 —5.380 3.747 5.601 1.657 0.785 1.834
7 S2 11,888 —1.701 —1.676 2.179 0.540 0.559 0.778
S1 12,415 —5.079 4.064 5.370 1.663 0.794 1.843
5 S2 12,418 —1.482 —1.678 2.175 0.602 0.491 0.777
S1 11,898 —5.133 3.883 5.647 1.732 0.819 1.916
K S2 11,888 —1.537 —1.493 2.092 0.505 0.520 0.725
S1 10,504 —5.846 4.669 5.846 1.560 0.812 1.759
10 S2 10,507 —1.566 1.495 2.141 0.458 0.505 0.682
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Figure 6. Checkpoint distributions in (a) image 2 and (b) image 3.
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Figure 7. Residual error distributions of checkpoints in (a) column and (b) row directions of image 2

in experiment S1.

Comparing Figures 7 and 9 with Figure 3, we can intuitively see that the residual error
distributions of the checkpoints in images 2 and 3, without image reorientation, were almost
the same as those in image 1. The IO accuracies for images 2-10 achieved in experiment S1
were also worse than expected. It could be concluded that the IO biases of these images
were systematic biases caused by inaccurate camera parameters.

In experiment S2, the IO biases of images 2-10 with image reorientation were effec-
tively eliminated, and all the IO accuracies were better than 1.0 pixel. The residual error
distributions of the checkpoints in Figures 8 and 10 no longer showed an obvious distorted
characteristic. The remained residual errors showed a different distribution for different
images. These may be caused by some unknown random factors and could be neglected.
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This demonstrated that the IO model parameters estimated in image 1 performed very
well in other images. That is to say, with the presented method, the IO model parameters
estimated in one image could be used to effectively eliminate the IO biases of other images
caused by inaccurate camera parameters, as in-orbit geometric calibration. The internal
geometric quality of other images could, therefore, be improved.
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Figure 8. Residual error distributions of checkpoints in (a) column and (b) row directions of image 2
in experiment S2.
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Figure 9. Residual error distributions of checkpoints in (a) column and (b) row directions of image 3
in experiment S1.

Comparing the IO accuracies of the HaiYang-1C images in experiment S2 with those
achieved in Table 5 in [34], we could see that the IO accuracies achieved by the presented
method were almost the same as those achieved by the widely used in-orbit geometric
calibration method. This demonstrates that the presented method could perform as well as
the geometric calibration method in improving the internal geometric accuracy. However,
the in-orbit geometric calibration method is generally impractical for ORSSI users, due to
the unavailability of satellite positions and attitudes and some other imaging parameters.
Users are often supplied with ORSSIs and the corresponding RPCs. Hence, the presented
method is much more practical for users than the in-orbit geometric calibration method.
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Figure 10. Residual error distributions of checkpoints in (a) column and (b) row directions of image
3 in experiment S2.

3.4. Experiments with Other Optical Satellite Images

In this section, a ZiYuan-3 02 nadir image in level 1, a GaoFen-1B panchromatic image
in level 1, and a GaoFen-1D panchromatic image in level 1 were tested. The general
characteristics of three images are listed in Table 4. The GSDs of the ZiYuan-3 02, GaoFen-
1B, and GaoFen-1D images were 2.1 m, 2.0 m, and 2.0 m, respectively. In order to evaluate
the internal geometric quality, a DOM with a GSD of 0.4 m and a DEM with a GSD of
5.0 m were used as the reference data for the ZiYuan-3 02 and GaoFen-1D images. A DOM
with a GSD of 0.5 m and a DEM with a GSD of 2.1 m were used as the reference data for
the GaoFen-1B image. Generally, the evaluation errors caused by the reference data could
be neglected.

Table 4. General characteristics of the ZiYuan-3 02, GaoFen-1B, and GaoFen-1D images.

Latitude and Longitude of

Image Acquisition Date Scene Center (°) Terrain Relief (m)
ZiYuan-3 02 16 April 2019 117.866°E, 39.785°N 1~399
GaoFen-1B 20 June 2020 117.647°E, 37.552°N 1~124
GaoFen-1D 5 June 2018 117.877°E, 39.654°N 1~334

The ZiYuan-3 02 nadir camera, the GaoFen-1B panchromatic camera, and the GaoFen-
1D panchromatic camera all have three linear-array CCDs. That is to say, the ZiYuan-3 02,
GaoFen-1B, and GaoFen-1D images provided by image vendors were actually stitched by
three sub-images collected by three corresponding CCDs. In order to further evaluate the
effectiveness of the presented method, a set of inaccurate camera parameters for the three
satellite cameras were intentionally used to produce the three images. The accurate and
inaccurate camera parameters of the ZiYuan-3 02 camera were taken as an example and are
shown in Figure 11.

For comparative demonstration, experiments E1 and E2, designed in Section 3.2,
were also used here. The extracted GCPs in the three images are shown in Figure 12.
The IO accuracies of the three images achieved in both experiments are listed in Table 5.
The ZiYuan-3 02 image was taken as an example, and the residual error distributions of
checkpoints are shown in Figures 13 and 14.
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Figure 11. (a) Accurate and (b) inaccurate camera parameters of the ZiYuan-3 02 nadir camera.
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Figure 12. GCP distributions in the (a) ZiYuan-3 02, (b) GaoFen-1B, and (c) GaoFen-1D images.
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Table 5. The IO accuracies of the ZiYuan-3 02, GaoFen-1B, and GaoFen-1D images.

Max (Pixel) RMSE (Pixel)
Image Experiment Number
of GCPs r c Planimetry r c Planimetry

El 95,525 —2.746 —2.361 2.930 0.738 0.615 0.961
ZiYuan-3 02

E2 95,537 —1.481 —1.273 1.922 0.428 0.416 0.597

E1 16,641 —25.812  —21.371 31.661 5921 4.019 7.156
GaoFen-1B

E2 16,699 —1.815 —2.051 2.657 0.577 0.650 0.870

El 53,876 3.260 —3.117 4.165 1.091 1.055 1.518
GaoFen-1D

E2 53,921 2.021 2.112 2.708 0.625 0.650 0.903
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Figure 13. Residual error distributions of checkpoints in (a) column and (b) row directions of the
ZiYuan-3 02 image in experiment E1.
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Figure 14. Residual error distributions of checkpoints in (a) column and (b) row directions of the
ZiYuan-3 02 image in experiment E2.

In Figure 11a, the accurate camera parameters, i.e., look-angles, of the ZiYuan-3 02 cam-
era are represented with a three-order polynomial model. When a one-order polynomial
model, shown in Figure 11b, was used to represent the look angles, the camera parameters
were obviously inaccurate. The unmodeled internal distortions in the inaccurate camera
parameters were undoubtedly propagated into the stitched images, which could be proved
by Figure 13. The residual error distributions of checkpoints were intuitively divided
into three parts. Each part actually corresponded to a sub-image collected by one CCD.
Due to the inaccurate camera parameters that were used, each part of the residual error
distributions showed an obvious polynomial characteristic. Moreover, the residual error
distributions between the adjacent parts were discontinuous. In the stitched image, we
could then see sub-image misalignments, as shown in Figure 15a. The internal geometric
quality achieved in experiment E1 was, therefore, worse, as listed in Table 5.

Comparing Figure 14 with Figure 13, we can see that the residual error distributions
of checkpoints in the reoriented image were continuous and had no obvious distorted
characteristic. That is to say, the IO biases of the original image caused by inaccurate
camera parameters in experiment E1 were effectively eliminated. Consequently, the sub-
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image misalignments in the reoriented image were also effectively eliminated, as shown
in Figure 15b, and the 1O accuracies of the three images were improved to better than 1.0
pixel, as listed in Table 5.

(a)

Figure 15. Sub-image misalignments in (a) experiment E1 and (b) experiment E2.

The tested GaoFen-1B and GaoFen-1D images listed in Table 4 were also produced
with inaccurate camera parameters. The internal distortions in the inaccurate camera
parameters of the GaoFen-1B camera were manually set to be larger than those of the
ZiYuan-3 02 and GaoFen-1D cameras. Hence, the 1O accuracy of the GaoFen-1B image
reached worse than 7.0 pixels, as listed in Table 5. With the presented method, the 10
accuracy of the reoriented GaoFen-1B image was also improved to better than 1.0 pixel, just
like the ZiYuan-3 02 and GaoFen-1D images. This demonstrates that the presented method
could greatly improve the internal geometric quality.

4. Discussions

In this study, we present a feasible internal geometric quality improvement method for
ORSSIs. One important procedure of the presented method is to establish a mathematical
model to represent the 10 biases of ORSSIs caused by inaccurate camera parameters. In
order to establish a precise and practical model, we actually borrowed ideas from the
widely used in-orbit geometric calibration methods. At present, an increasing number
of remote sensing image processing tasks (e.g., image recognition, scene classification,
landslide detection, and building extraction) employ the deep learning method, and many
impressive results have been achieved [35-39]. We can also borrow ideas from these image
processing tasks; that is, a neural network rather than a precise mathematical model can
be used to represent the IO biases. The internal geometric quality of ORSSIs could also
possibly also improved. More studies should be conducted to confirm this.

5. Conclusions

In-orbit geometric calibration is the most widely used method to improve the internal
geometric quality of ORSSIs in applications. However, due to delayed or imprecise geomet-
ric calibration, the internal geometric quality of ORSSIs is sometimes worse than expected.
From the ORSSI users’ perspective, it is very difficult or even impossible to perform in-orbit
geometric calibration with ORSSIs in level 1, because satellite positions, satellite attitudes,
and imaging parameters are unavailable for ORSSIs. In this study, a feasible internal



Remote Sens. 2022, 14, 471

16 of 18

geometric quality improvement method for ORSSIs with image reorientation is presented.
In the presented method, ORSSIs in level 1 are taken as input images, and the RFM rather
than the PSM is employed as the sensor orientation model. Based on the RFM, the EO
and IO models are successively established. With the estimated IO model parameters, the
original ORSSIs are then reoriented. After image orientation, the internal geometric quality
of reoriented ORSSIs can be improved. Unlike in-orbit geometric calibration, the presented
method requires ORSSIs in level 1 with the corresponding RPCs, rather than ORSSIs in
level 0 with satellite attitudes and positions. ORSSIs in level 1 with the corresponding RPCs
are conveniently available for ORSSI users. Hence, the presented method is very practical
for ORSSI users.

The presented internal geometric quality improvement method was tested on ten
HaiYang-1C CZI images, a ZiYuan-3 02 nadir image, a GaoFen-1B panchromatic image,
and a GaoFen-1D panchromatic image. The experimental results showed that the 10
model established in this study could precisely model the IO biases of ORSSIs caused by
inaccurate camera parameters. With the help of image reorientation, the 1O biases with
a discontinuous distorted characteristic could be effectively eliminated and the internal
geometric quality could then be improved. Moreover, the IO model parameters estimated
with one ORSSI could be used to reorient other ORSSIs and improve their internal geometric
quality, as in-orbit geometric calibration. As such, the experimental results demonstrated
the effectiveness of the presented method.

It should be noted that the influence mechanism of satellite attitude jitters on the inter-
nal geometric quality of ORSSIs is different from that of inaccurate camera parameters. The
presented method mainly focuses on the IO biases caused by inaccurate camera parameters,
whilst satellite attitude jitters are not considered. Special methods should be developed
or used to eliminate the IO biases caused by satellite attitude jitters. Whether the internal
geometric quality improvement in ORSSIs can improve the quality of downstream tasks
(e.g., image recognition, scene classification, landslide detection, and building extraction)
needs to be further studied.
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Abbreviations

For the sake of easier text reading, a nomenclature of the used symbols and acronyms is listed
as follows.

ORSSIs  optical remote sensing satellite images
EO external orientation

10 internal orientation

PSM physical sensor model

RFM rational function model
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GCPs ground control points;

CCD charge-coupled device;

DOMs  digital orthophoto maps;

DEMs  digital elevation models;

CZzI coastal zone imager;

RPCs  rational polynomial coefficients;
LOS line of sight;

GSD ground sample distance;

SRTM  shuttle radar topography mission;
RMSEs root mean square errors.
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