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#### Abstract

The concept of the phase space plays a key role in the analysis of oscillating signals. For a 1-D signal, the coordinates of the 2-D phase space are the observation time and the instant frequency. For measurements of propagating wave fields, the time and instant frequency are linked to the spatial location and wave normal, defining a ray. In this case, the phase space is also termed the ray space. Distributions in the ray space find important applications in the analysis of radio occultation (RO) data because they allow the separation of interfering rays in multipath zones. Examples of such distributions are the spectrogram, Wigner distribution function (WDF), and Kirkwood distribution function (KDF). In this study, we analyze the application of the fractional Fourier transform (FrFT) to the construction of distributions in the ray space. The FrFT implements the phase space rotation. We consider the KDF averaged over the rotation group and demonstrate that it equals the WDF convolved with a smoothing kernel. We give examples of processing simple test signals, for which we evaluate the FrFT, KDF, WDF, and smoothed WDF (SWDF). We analyze the advantages of the SWDF and show examples of its application to the analysis of real RO observations.
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## 1. Introduction

The power of radio occultation (RO) sounding of the Earth's atmosphere [1] by the signals of global navigation satellite systems (GNSS) is based on the fact that it is possible to measure both their amplitude and phase. This enables the application of radio holographic $(\mathrm{RH})$ methods, allowing a high resolution in the inversion, not limited by the Fresnel zone size [2-36].

The central idea of RH methods is the identification of rays in radio holograms, i.e., cross-sections of the wave field recorded by a moving space-borne receiver, $u(t)=A(t) \exp (i \phi(t))$, where $A(t)$ is the amplitude and $\phi(t)=k S(t)$ is the phase of the signal, which in RO processing is represented as the optical path, eikonal $S(t)$ multiplied by wavenumber $k=2 \pi / \lambda$, and $\lambda$ is the wavelength. Rays are understood as normals to wavefronts and, therefore, each ray has a specific Doppler frequency, which depends on the ray direction and the orbit data of the receiver.

The simplest approach to separating rays that are observed simultaneously is Fourier analysis in the sliding apertures [2,17]. It uses the reference signal $u_{r}(t)=A_{r}(t) \exp \left(i k S_{r}(t)\right)$ defined for a climatological model of the atmosphere and the actual observation geometry. The reference signal describes most of the regular variations due to the satellite movement, atmospheric decay with altitude, etc. The normalized signal is defined as follows:

$$
\begin{equation*}
\frac{u(t)}{u_{r}(t)}=\frac{A(t)}{A_{r}(t)} \exp \left(i k\left(S(t)-S_{r}(t)\right)\right) \tag{1}
\end{equation*}
$$

The maximums of its spectra in sliding apertures identify the interfering rays, provided that the sliding aperture size is chosen in the optimal way [6].

If each spectrum indicates a single maximum, the single-ray propagation is inferred. In this case, it is possible to apply the simplest geometric-optical (GO) retrieval scheme, where the bending angle is evaluated from the optical path derivative [37]. Such signals can be termed quasi-monochromatic because their amplitudes and instantaneous frequencies are smooth functions of time.

In the general case, the observed signal is represented as a superposition of quasimonochromatic signals. It is convenient to define the normalized frequency, or momentum $\sigma(t)=d S(t) / d t$, which is, generally speaking, a multi-valued function. Its graph represents a curve in the 2-D space $(t, \sigma)$. From the physical viewpoint, the elements of this space are rays. Accordingly, the curve is referred to as the ray manifold, and the space is termed the phase or ray space. The concept of the phase space provides the link between the wave optical (WO) and GO descriptions, or quantum and classical mechanics.

For RO processing, it is important that $(t, \sigma)$ can be transformed into $(p, \epsilon)$, where $p$ is the ray impact height and $\epsilon$ is the bending angle [21,22]. This transform conserves the volume of the phase space, and, therefore, it is canonical and can be associated with a Fourier integral operator (FIO) [21]. FIOs are linear operators mapping the original wave field $u(t)$ to a function of impact parameter $\hat{u}(p)$, which can be represented as $\hat{A}(p) \exp (i k \hat{\Psi}(p))$, in terms of the amplitude $\hat{A}(p)$ and eikonal $\hat{\Psi}(p)$ in the transformed space. The bending angle $\epsilon(p)$ is evaluated from the derivative of $\hat{\Psi}(p)$. In other words, these operators change the type of the ray manifold projection in such a way that it should be single-valued. This idea is the basis of different methods of processing RO data, including back propagation [4,38], full spectrum inversion [12,18,27], canonical transform [14,21,36], and phase matching [20].

Despite their power, these methods have limitations: their applicability condition may be broken in the presence of horizontal gradients, which result in the variations of ray impact parameter [19,39-41]. This explains the need for data analysis methods that provide an access to the whole phase space rather than to specific projections of the ray manifold. This is achieved by applying time-frequency analysis [42].

The simplest variant of the time-frequency analysis is the aforementioned Fourier analysis in sliding apertures, also referred to as the spectrogram [2,17]. The more advanced technique uses the Wigner distribution function (WDF) [28,29].

The WDF was first introduced in theoretical physics [43-45], where it played the role of the symbol of the quantum-mechanical density operator. The symbol is a function of the classical coordinates and momenta, which after their substitution as quantum-mechanical operators turns into the density operator. Because the coordinate and momenta operators do not commute with each other, the substitution must follow specific rules of their ordering. In particular, the symmetric ordering results in the WDF. The WDF has found important applications in signal processing [42,46], including RO signals [28,29].

The WDF achieves a better resolution in the phase space, as compared to the spectrogram. Its drawback is that it is computationally expensive: for each sample of the signal, it requires one long-term Fourier transform, whereas the spectrogram only requires one short-term Fourier transform. Less known is the Kirkwood distribution function (KDF) [47]. The KDF has a strong computational advantage: it only requires one long-term Fourier transform for the whole record. Its drawback is that it does not achieve the same quality of visualization of the ray space as the WDF. The application of the KDF to the analysis of RO observations was first introduced by Gorbunov et al. [48], Gorbunov and Koval [49].

The idea of this work consists in utilizing the link between the WDF and KDF in order to develop an algorithm for the evaluation of the smoothed WDF (SWDF), using the rotations of the ray space and averaging KDFs for different rotation angles. The operator of the ray space rotation is the FIO describing the dynamics of the quantum harmonic oscillator. This approach is similar to the phase space tomography [28], and the choice of a reasonable number of projections allows the optimization of computational expenses.

The paper is organized as follows. In Section 2, we present the mathematical basis of the algorithm. In Section 3, we describe its numerical implementation. In Section 4, we present the results for simple test signals. In Section 5, we apply the developed algorithm
to the analysis of real RO observations. In Section 6, we present the discussion of the results. In Section 7, we offer our conclusions.

## 2. Algorithm Description

### 2.1. Quasiprobability Distribution Functions

Consider a generic signal $\psi(x)$ as a function of coordinate $x$. This signal can be both $u(t) / u_{r}(t)$ or $\hat{u}(p)$. If the signal is quasi-monochromatic, it can be written as follows:

$$
\begin{equation*}
\psi(x)=A(x) \exp \left(i k \int \xi(x) d x\right) \tag{2}
\end{equation*}
$$

where $\xi$ is the momentum conjugated to the coordinate $x$, and $k$ is the wavenumber in wave propagation problems, or the inverse Planck constant $1 / \hbar$ in quantum mechanics. More generally, $k$ is a problem-specific scaling factor. In the general case, the signal is a superposition of quasi-monochromatic signals (2). The dependence $\xi(x)$ in the simplest case, or the set of dependencies $\xi_{j}(x)$ for multiple quasi-monochromatic components of the signal, specify the structure of the ray manifold.

Momentum $\xi$ plays a double role. On the one hand, it is the derivative of the eikonal or the normalized frequency. On the other hand, it is associated with a differential operator:

$$
\begin{align*}
\hat{\xi} & =\frac{1}{i k} \frac{d}{d x}  \tag{3}\\
\hat{\xi} \psi(x) & =\xi(x) \psi(x), \tag{4}
\end{align*}
$$

where the second equation is understood as a short-wave asymptotic. Coordinate $x$ can also be thought of as operator $\hat{x}$ of the multiplication by $x$.

In the interpretation of RO data, we have observations of $\psi(x)$ and we need to recover the complicated structure of ray manifold [22,28]. There are different approaches to this problem. One of them uses the linear representations of wave fields implemented by FIOs [22]: the wave field is transformed into the representation of the impact parameter, which in most cases ensures the single-valued projection of the ray manifold. The other approach uses the non-linear representations of wave fields and operates with the pseudodensity in the whole phase space. The maximums of the pseudo-density follow the ray manifold, regardless of the type of its projection to any specific coordinate axis. In this study, we follow the latter approach.

The distribution function in the ray space is the symbol of the quantum density operator. Because operators $\hat{\xi}$ and $\hat{x}$ do not commute, the symbol depends on the chosen ordering of these operators. If we choose the symmetric, or Weyl ordering, we arrive at the WDF [28,43-45,50]:

$$
\begin{equation*}
\rho^{W}(x, \xi)=\frac{k}{2 \pi} \int \psi\left(x-\frac{s}{2}\right) \psi^{*}\left(x+\frac{s}{2}\right) \exp (i k s \xi) d s \tag{5}
\end{equation*}
$$

where $\psi^{*}$ is the complex conjugate of $\psi$. If, however, we choose the $\hat{x} \hat{\xi}$ ordering, we arrive at the KDF [47-49]:

$$
\begin{align*}
\rho^{K}(x, \xi) & =\frac{k}{2 \pi} \int \psi(x) \psi^{*}(x+s) \exp (i k s \xi) d s \\
& =\sqrt{\frac{-i k}{2 \pi}} \psi(x) \exp (-i k x \xi) \sqrt{\frac{i k}{2 \pi}} \int \psi^{*}(x) \exp (i k x \xi) d x \\
& =\sqrt{\frac{-i k}{2 \pi}} \exp (-i k x \xi) \psi(x) \tilde{\psi}^{*}(\xi) \tag{6}
\end{align*}
$$

where $\tilde{\psi}(\xi)$ is the Fourier transform of $\psi(x)$.

There is a relationship between these two distributions [48]:

$$
\begin{align*}
\rho^{W}(x, \xi) & =\rho^{K}(x, \xi) * T_{K}^{W}(x, \xi)  \tag{7}\\
T_{K}^{W}(x, \xi) & =\frac{k}{\pi} \exp (2 i k \xi x) \tag{8}
\end{align*}
$$

where the asterisk denotes convolution, and vice versa:

$$
\begin{align*}
\rho^{K}(x, \xi) & =\rho^{W}(x, \xi) * T_{W}^{K}(x, \xi)  \tag{9}\\
T_{W}^{K}(x, \xi) & =\frac{k}{\pi} \exp (-2 i k \xi x) \tag{10}
\end{align*}
$$

### 2.2. Phase Space Scaling

The further idea is to study the transformation laws of $\rho^{W}$ and $\rho^{K}$ with respect to rotations of the phase space. However, a rotation mixes $x$ and $\xi$, which, generally speaking, have different units and characteristic scales. Therefore, the first step should be to scale the coordinate and momentum to make them unitless. The wavenumber $k$ will also be scaled. Because the basic waveform is $\exp (i k x \xi)$, the scaling transform must keep the unitless product $k x \xi$, and the most general form of a group of such transforms is as follows:

$$
\begin{equation*}
(k, x, \xi) \rightarrow\left(k^{\prime}, x^{\prime}, \xi^{\prime}\right)=\left(a k, \frac{x b}{a}, \frac{\xi}{b}\right) \tag{11}
\end{equation*}
$$

where $a$ and $b$ are the group parameters. In our case, $k=2 \pi / \lambda$ has the dimension of inverse length, $x$ has the dimension of length, and $\xi$ is unitless. Unitless $x^{\prime}$ and $\xi^{\prime}$ can only be obtained for unitless $k^{\prime}$. Therefore, it is convenient to choose $a=1 / k$ to get rid of $k$. Then we arrive at the following transform:

$$
\begin{equation*}
(k, x, \xi) \rightarrow\left(1, x k b, \frac{\xi}{b}\right) \tag{12}
\end{equation*}
$$

where just one unitless scaling parameter $b$ remains. Given the characteristic variations $X$ and $\Xi$ of $x$ and $\xi$ along the ray manifold or its piece under analysis, we require:

$$
\begin{equation*}
X k b=\frac{\Xi}{b} \tag{13}
\end{equation*}
$$

and infer:

$$
\begin{equation*}
b=\left(\frac{\Xi}{X k}\right)^{1 / 2} \tag{14}
\end{equation*}
$$

Finally, we can write the scaling as follows:

$$
\begin{equation*}
(k, x, \xi) \rightarrow\left(1, x\left(\frac{k \Xi}{X}\right)^{1 / 2}, \xi\left(\frac{k X}{\Xi}\right)^{1 / 2}\right) \tag{15}
\end{equation*}
$$

This transform, too, has just one scaling parameter, $X / \Xi$.
In our further discourse, we will keep the notation $(x, \xi)$ for the scaled coordinates, because, generally, the choice of measurement units is arbitrary. The reader must just bear in mind that all the considerations where $x$ and $\xi$ play symmetric roles operate with unitless coordinates.

### 2.3. Phase Space Rotation

Consider the rotation of the phase space $(x, \xi) \rightarrow(y, \eta)$ :

$$
\begin{align*}
& x=y \cos \alpha-\eta \sin \alpha,  \tag{16}\\
& \xi=y \sin \alpha+\eta \cos \alpha, \tag{17}
\end{align*}
$$

and, accordingly:

$$
\begin{align*}
& y=x \cos \alpha+\xi \sin \alpha,  \tag{18}\\
& \eta=-x \sin \alpha+\xi \cos \alpha . \tag{19}
\end{align*}
$$

This is a canonical transform, whose generating function $S(y, x)$ is defined by the differential equation [22,28]:

$$
\begin{equation*}
d S=\eta d y-\xi d x \tag{20}
\end{equation*}
$$

which results in the following expression:

$$
\begin{equation*}
S(y, x)=\frac{y^{2} \cos \alpha-2 x y+x^{2} \cos \alpha}{2 \sin \alpha} . \tag{21}
\end{equation*}
$$

The corresponding FIO has the following form [22,28]:

$$
\begin{align*}
\tilde{\psi}_{\alpha}(y) & =\hat{F}_{\alpha} \psi(y) \\
& =\frac{1}{\sqrt{2 \pi i \sin \alpha}} \int \exp \left(i \frac{y^{2} \cos \alpha-2 x y+x^{2} \cos \alpha}{2 \sin \alpha}\right) \psi(x) d x \tag{22}
\end{align*}
$$

This transform is termed the fractional Fourier transform (FrFT) [51]. For $\alpha=\pi / 2$ it turns into the Fourier transform, and it possesses the group property:

$$
\begin{equation*}
\hat{F}_{\alpha+\beta}=\hat{F}_{\alpha} \hat{F}_{\beta} \tag{23}
\end{equation*}
$$

If $\alpha \rightarrow 0$, the kernel of this operator aims at $\delta$-function, which makes it possible to define $\hat{F}_{0}$ as the unity operator. Therefore, these operators form a group. Because $\hat{F}_{2 \pi}=\hat{F}_{0}$, this is a representation of the rotation group.

Deep links between the FrFT and quasiprobability distribution functions were discussed in [52]. We will follow this approach and study the transformation properties of the WDF and KDF with respect to phase space rotations. Denote $\rho_{\alpha}^{W}(y, \eta)$ and $\rho_{\alpha}^{K}(y, \eta)$ as the WDF and KDF for the transformed function $\tilde{\psi}_{\alpha}(y)$.

From the tomographic definition of the WDF [28] it follows that it is invariant with respect to phase space rotations:

$$
\begin{equation*}
\rho_{\alpha}^{W}(y(x, \xi, \alpha), \eta(x, \xi, \alpha))=\rho^{W}(x, \xi) . \tag{24}
\end{equation*}
$$

Unlike the WDF, the KDF does not possess such a nice property. However, we can consider its averaging over phase space rotations. Then, using (9) along with the fact that convolution commutes with rotations, we can infer:

$$
\begin{align*}
& \frac{1}{2 \pi} \int_{0}^{2 \pi} \rho_{\alpha}^{K}(y(x, \xi, \alpha), \eta(x, \xi, \alpha)) d \alpha \\
& \quad=\rho^{W}(x, \xi) * \frac{1}{2 \pi} \int_{0}^{2 \pi} T_{W}^{K}(y(x, \xi, \alpha), \eta(x, \xi, \alpha)) d \alpha \tag{25}
\end{align*}
$$

The integral in the right-hand part evaluates analytically:

$$
\begin{equation*}
\frac{1}{2 \pi} \int_{0}^{2 \pi} T_{W}^{K}(y(x, \xi, \alpha), \eta(x, \xi, \alpha)) d \alpha=\frac{1}{\pi} J_{0}\left(x^{2}+\xi^{2}\right) \tag{26}
\end{equation*}
$$

where $J_{0}$ it the Bessel function. Therefore, the averaging of the KDF evaluated for the FrFTs of the signal, with different rotation angles, results in the WDF convolved with the smoothing kernel (26), and (25) is close to the Fresnel transform of the WDF [52]. We will denote the smoothed WDF (SWDF) $\rho_{\alpha}^{W K}$.

## 3. Numerical Implementation

### 3.1. Discretization

Because the coordinate $x$ and momentum $\xi$ in the phase space play fully symmetric roles, their discretization must use identical grids. Given the total number of points $N$, the duality relations can be written:

$$
\begin{equation*}
\Delta \xi=\frac{2 \pi}{N \Delta x}, \quad \Delta x=\frac{2 \pi}{N \Delta \xi^{\prime}} \tag{27}
\end{equation*}
$$

where $\Delta x$ and $\Delta \xi$ are the discretization steps. Because $\Delta \xi=\Delta x$, we infer the relation between $N$ and $\Delta x$ :

$$
\begin{equation*}
N=\frac{2 \pi}{\Delta x^{2}}, \quad \Delta x=\sqrt{\frac{2 \pi}{N}} . \tag{28}
\end{equation*}
$$

### 3.2. Fractional Fourier Transform

Our numerical implementation of the FrFT is close to that described in [53]. First, we notice that the numerical evaluation of transform (22) for small angles $\alpha$ may represent difficulties. Using the group property (23), we represent the FrFT as follows:

$$
\begin{equation*}
\hat{F}_{\alpha}=\hat{F}_{K \pi / 2} \hat{F}_{\beta}=\hat{F}^{K} \hat{F}_{\beta}, \tag{29}
\end{equation*}
$$

where $\hat{F}=\hat{F}_{\pi / 2}$ is the usual Fourier transform, $\beta=\alpha-K \pi / 2$, and $K$ is chosen in such a way that $|\beta| \in[\pi / 4, \pi / 2]$. K may take the four values representing the four basic directions $K \pi / 2$, each one serving $\alpha$ in two octants: $[(K-1) \pi / 2,(K-1 / 2) \pi / 2]$ and $[(K+1 / 2) \pi / 2,(K+1) \pi / 2]$. The values of $K$ and the corresponding $\hat{F}^{K}$ are summarized in Table 1:

Table 1. Basic directions $K \pi / 2$ and transforms $\hat{F}^{K}$.

| $\boldsymbol{K}$ | $\hat{\boldsymbol{F}}^{K}$ |
| ---: | :--- |
| 0 | unity operator $\psi(x) \rightarrow \psi(x)$ |
| 1 | forward Fourier transform $\psi(x) \rightarrow \tilde{\psi}(\tilde{\xi})$ |
| -1 | inverse Fourier transform $\psi(x) \rightarrow \tilde{\psi}(-\tilde{\xi})$ |
| 2 | coordinate reversion $\psi(x) \rightarrow \psi(-x)$ |

We represent $\hat{F}_{\beta}$ as follows:

$$
\begin{equation*}
\hat{F}_{\beta} \psi(y)=\frac{\exp \left(i y^{2} \cot \beta\right)}{\sqrt{\sin \beta}} \sqrt{\frac{-i}{2 \pi}} \int \exp \left(-i x \frac{y}{\sin \beta}\right) \exp \left(i x^{2} \cot \beta\right) \psi(x) d x . \tag{30}
\end{equation*}
$$

The overall numerical algorithm consists of the following steps:

1. Determination of $K$ and evaluation of $\psi_{1}=\hat{F}^{K} \psi$. For $K= \pm 1$, the standard fast Fourier transform (FFT) is employed;
2. Evaluation of $\psi_{2}(x)=\psi_{1}(x) \exp \left(i x^{2} \cot \beta\right)$;
3. Evaluation of $\psi_{3}(\omega)=\hat{F} \psi_{2}$, where $\omega=y / \sin \beta$. The standard FFT is employed. This function is obtained for the standard grid $\omega_{i}=x_{i}$, where the corresponding grid of $y$ is $\bar{y}_{i}=x_{i} \sin \beta$;
4. Interpolation of $\psi_{3}(\omega)$ from the grid $\bar{y}_{i}$ to the standard grid $y_{i}=x_{i}$, producing $\psi_{4}(y)$;
5. Final evaluation of $\hat{F}_{\beta} \psi(y)=\exp \left(i y^{2} \cot \beta\right) \psi_{4}(y) / \sqrt{\sin \beta}$.

### 3.3. Kirkwood Distribution Function and Its Averaging over Rotations

The numerical evaluation of the $\operatorname{KDF} \rho_{\alpha}^{K}(y, \eta)$ for function $\tilde{\psi}_{\alpha}(y)=\hat{F}_{\alpha} \psi(y)$ is straightforward and follows (6). For the KDF interpolated to the original non-rotated coordinates, we can write:

$$
\begin{align*}
& \rho_{\alpha}^{K}(y(x, \xi, \alpha), \eta(x, \xi, \alpha)) \\
&=\sqrt{\frac{-i k}{2 \pi}} \exp (-i y(x, \xi, \alpha) \eta(x, \xi, \alpha)) \psi(y(x, \xi, \alpha)) \tilde{\psi}^{*}(\eta(x, \xi, \alpha)) \tag{31}
\end{align*}
$$

In the last expression, the first term is evaluated analytically, and the other two require 1-D interpolation.

In (25), the integration is spread over the full circle $[0,2 \pi]$. However, as follows from Table 1 , rotations by $\pi$ correspond to coordinate inversions and, therefore, they leave the KDF transformed to unrotated coordinates, unchanged:

$$
\begin{align*}
\rho_{\alpha}^{K}(y(x, \xi, \alpha), \eta(x, \xi, \alpha)) & =\rho_{\alpha+\pi}^{K}(y(x, \xi, \alpha+\pi), \eta(x, \xi, \alpha+\pi)) \\
& =\rho_{\alpha+\pi}^{K}(-y(x, \xi, \alpha),-\eta(x, \xi, \alpha)) . \tag{32}
\end{align*}
$$

This allows limiting the averaging to the interval of $[0, \pi]$. In fact, it is possible to make one more step to reduce the averaging interval. First, we can write:

$$
\begin{equation*}
\rho_{\alpha+\pi / 2}^{K}(y(x, \xi, \alpha+\pi / 2), \eta(x, \xi, \alpha+\pi / 2))=\rho_{\alpha+\pi / 2}^{K}(\eta(x, \xi, \alpha),-y(x, \xi, \alpha)) . \tag{33}
\end{equation*}
$$

Because rotations by $\pi / 2$ correspond to the Fourier transform, this KDF equals:

$$
\begin{equation*}
\rho_{\alpha+\pi / 2}^{K}(\eta, y)=\exp (-i \eta y) \tilde{\psi}(\eta) \tilde{\psi}^{*}(y)=\exp (-i \eta y) \tilde{\psi}(\eta) \psi^{*}(-y) \tag{34}
\end{equation*}
$$

From this, we can infer:

$$
\begin{equation*}
\rho_{\alpha+\pi / 2}^{K}(\eta,-y)=\rho_{\alpha}^{K *}(y, \eta) . \tag{35}
\end{equation*}
$$

Therefore, rotations by $\pi / 2$ correspond to the complex conjugation of the KDF. Because the WDF is real, the imaginary part of the KDF becomes zero when averaging over rotations. Finally, we conclude that it is enough to average the real part of the KDF over the interval of $[0, \pi / 2]$.

Averaging over rotation angles $\alpha$ is discretized. Given the number of projections $N_{p}$, the step of $\alpha$ equals $\Delta \alpha=\pi / 2 N_{p}$, and the projections are evaluated for angles $\alpha_{i}=i \Delta \alpha$, $i=0, \ldots, N_{p}-1$.

### 3.4. Wigner Distribution Function

In our numerical tests, we will evaluate the WDF for a comparison with the other distributions. For each $x_{i}, \rho^{W}\left(x_{i}, \xi_{j}\right)$ is evaluated as the inverse FFT over $j$ from the function $\psi\left(x_{i-j / 2}\right) \psi^{*}\left(x_{i+j / 2}\right)$. In order to evaluate the function values for the half-integer indexes, we up-sample the signal using the Fourier interpolation. To this end, we evaluate the FFT of the signal, enlarge the frequency grid twice, pad the missing spectrum values for high frequencies with zero, and evaluate the inverse FFT. This produces the signal up-sampled to the twice denser grid.

## 4. Tests with Simple Signals

We will illustrate the previous considerations with the distributions in the phase space for simple test signals, where we can easily anticipate the intuitive results. We employ the following model of the signal:

$$
\begin{align*}
& \psi(x)=A(x) \exp \left(i \int \xi(x) d x\right) \\
& \xi(x)=a_{1} N \Delta x+\tan \left(a_{2}\right) x+a_{3} N \Delta x \sin \left(2 \pi a_{4} \frac{x}{N \Delta x}\right) \tag{36}
\end{align*}
$$

where $a_{1-4}$ are the model parameters, and amplitude $A(x)$ is shown in Figure 1. This form of amplitude smoothly decreasing to zero at the borders is used to prevent the boundary effects in FFT, resulting in the propagation of energy from one grid border to the other. Function $\xi(x)$ describes the form of the ray manifold in the phase space. The distributions are expected to have maximums in their vicinity. In the test examples, the number of samples is $N=1000$, and, in compliance with (27), $\Delta x \approx 0.08$.


Figure 1. Signal amplitude.
The simplest model is the pure linear trend of the frequency: $a_{1-4}=\left(0,30^{\circ}, 0,0\right)$ ("button"). The results for this model are presented in Figures $2-5$. Figure 2 shows the evolution of the KDF $\rho_{\alpha}^{K}$ for $\tilde{\psi}_{\alpha}(y)$ for different rotation angles. The FrFT transforms a linear frequency trend into another linear frequency trend or a $\delta$-function, which can be understood as a "vertical" trend. The latter situation is realized for $\alpha=120^{\circ}$. This figure is a good illustration of the fact that the KDF has a different resolution for different orientations of the ray manifold in the phase space. The best resolution is achieved for the vertical orientation of the ray manifold. The "maximum" of the KDF must be understood in the generalized sense. In fact, it has an oscillating structure all over the phase space, and it is the ray manifold, where it has a stationary phase point. Therefore, when integrating the KDF multiplied by a smooth probe function, the maximum contribution comes from the vicinity of the ray manifold. Figure 3 shows the same KDF interpolated to the original coordinates. Here, the KDF traces the original unrotated ray manifold with different resolutions.

Figure 4 illustrates the fact that the WDF has an ideal performance for any linear frequency trend [28]. This fact is linked to the invariance of the WDF with respect to the rotations of the phase space. Figure 5 shows the SWDF evaluated for the number of projections $N_{p}=40 . \rho_{\alpha}^{W K}$ has an intermediate resolution independent from the orientation of the ray manifold. It indicates a clear maximum at the ray manifold and decaying oscillations elsewhere.


Figure 2. KDF $\rho_{\alpha}^{K}$ of function $\tilde{\psi}_{\alpha}(y)$ in rotated coordinates $(y, \eta)$. The rotation angle $\alpha$ takes the values of $0^{\circ}, 40^{\circ}, 80^{\circ}$, and $120^{\circ}$.


Figure 3. $\operatorname{KDF} \rho_{\alpha}^{K}$ of function $\tilde{\psi}_{\alpha}(y)$ interpolated to the unrotated coordinates $(x, \xi)$. The rotation angle $\alpha$ takes the values of $0^{\circ}, 40^{\circ}, 80^{\circ}$, and $120^{\circ}$.


Figure 4. WDF $\rho_{\alpha}^{W}$ of function $\tilde{\psi}_{\alpha}(y)$ in rotated coordinates $(y, \eta)$. The rotation angle $\alpha$ takes the values of $0^{\circ}, 40^{\circ}, 80^{\circ}$, and $120^{\circ}$.


Figure 5. SWDF $\rho_{\alpha}^{W K}$ of function $\tilde{\psi}_{\alpha}(y)$ in rotated coordinates $(y, \eta)$. The rotation angle $\alpha$ takes the values of $0^{\circ}, 40^{\circ}, 80^{\circ}$, and $120^{\circ}$.

The parameter set $a_{1-4}=\left(0.1,30^{\circ}, 0.1,5\right)$ produces another, more interesting model ("snake"). The results for this model are presented in Figures 6-9. Figure 6 shows the evolution of the KDF. In the original orientation $\alpha=0$, the energy, which is concentrated on the ray manifold, is evenly distributed over $y$ coordinate, but in the Fourier space, it is very inhomogeneous due to the ray manifold geometry and its projection to the $\eta$ axis. The rotations result in the re-distribution of energy over both $y$ and $\eta$ coordinates. Although the original situation indicates a single-valued projection of the ray manifold to the $y$ axis, for the other chosen rotations it is not the case. For $\alpha=40^{\circ}$, there are narrow regions, where the original wave-like structure starts crashing. These regions become wider for $\alpha=80^{\circ}$. For $\alpha=120^{\circ}$, the original structure acquires a vertical orientation, and the whole projection becomes multi-valued. Figure 7 shows the same KDF interpolated to the original coordinates, revealing the same original structure surrounded by different oscillating patterns.

The performance of the WDF, as shown in Figure 8, is far from ideal. Although the original snake-like structure is traced very well, it is duplicated in an antisymmetric way, with oscillating patterns between these two structures. Finally, the SWDF shown in Figure 9 indicates the same resolution as in the previous case.


Figure 6. KDF $\rho_{\alpha}^{K}$ of function $\tilde{\psi}_{\alpha}(y)$ in rotated coordinates $(y, \eta)$. The rotation angle $\alpha$ takes the values of $0^{\circ}, 40^{\circ}, 80^{\circ}$, and $120^{\circ}$.


Figure 7. $\mathrm{KDF} \rho_{\alpha}^{K}$ of function $\tilde{\psi}_{\alpha}(y)$ interpolated to the unrotated coordinates $(x, \xi)$. The rotation angle $\alpha$ takes the values of $0^{\circ}, 40^{\circ}, 80^{\circ}$, and $120^{\circ}$.


Figure 8. WDF $\rho_{\alpha}^{W}$ of function $\tilde{\psi}_{\alpha}(y)$ in rotated coordinates $(y, \eta)$. The rotation angle $\alpha$ takes the values of $0^{\circ}, 40^{\circ}, 80^{\circ}$, and $120^{\circ}$.


Figure 9. SWDF $\rho_{\alpha}^{W K}$ of function $\tilde{\psi}_{\alpha}(y)$ in rotated coordinates $(y, \eta)$. The rotation angle $\alpha$ takes the values of $0^{\circ}, 40^{\circ}, 80^{\circ}$, and $120^{\circ}$.

## 5. Results of Processing RO Data

Figures 10-13 show four examples of processing COSMIC-2 data. We chose RO events with deep penetration, indicating a complicated multipath propagation structure. The analysis was performed in the time domain, and its starting point was the original complex signal normalized to the reference signal (1). For the analysis, we chose the tropospheric part of the signal. COSMIC-2 observations have a sampling rate of 100 Hz . We downsampled the signals to 50 Hz because in most cases the signal spectrum lies within a 50 Hz band [54-56]. Examples of spectrograms of deep COSMIC-2 events with a sampling rate of 100 Hz can be found in [57]. We plotted the WDF and SWDF in the time-frequency coordinates, where the frequency is understood as the difference between the Doppler frequencies of the measured signal and the reference one. According to the sampling rate, the frequency lies between -25 and 25 Hz . In all the cases, the WDF indicates a complicated structure, where the ray manifold is traced at a high resolution, but it is mixed with a lot of additional oscillating structures. The SWDF allows a significantly clearer visualization of the ray manifold and suppresses most of the additional oscillating structures. This is achieved at a price of a lower resolution.


Figure 10. COSMIC-2 setting RO event observed on 15 May 2020 UTC 20:05, $16.69^{\circ} \mathrm{N} 163.45^{\circ} \mathrm{W}$. Left: WDF, right: SWDF.



Figure 11. COSMIC-2 setting RO event observed on 15 May 2020 UTC $20: 31,13.07^{\circ} \mathrm{N} 70.83^{\circ} \mathrm{W}$. Left: WDF, right: SWDF.


Figure 12. COSMIC-2 rising RO event observed on 15 May 2020 UTC 20:42, $24.36^{\circ} \mathrm{S} 14.18^{\circ}$ E. Left: WDF, right: SWDF.


Figure 13. COSMIC-2 setting RO event observed on 15 May 2020 UTC $12: 29,0.65^{\circ} \mathrm{N} 167.78^{\circ}$ E. Left: WDF, right: SWDF.

## 6. Discussion

The uncertainty relation is a fundamental limitation of the time-frequency analysis, defining the size of the cell in the phase space, which limits the resolution of the determination of the ray manifold structure. For time and frequency, it dictates that $\delta t \times \delta f \approx 1$, which indicates that the phase space cell volume is 1 . However, the manifestations of this principle are different for different quasiprobability distributions in the phase space. For the WDF, it defines the characteristic scale of "quantum oscillations" [28]. For the SWDF, it defines the characteristic width of its maximum.

The uncertainty relation is written without any assumption about the signal, which can have a wide spectrum. Given some a priori information about the signal structure, the uncertainty relation can be overridden. An example of this is the use of the canonical transform method [22]. The observed wave field $u(t)$ is transformed into the representation of the impact parameter $\hat{u}(p)$, where, in most cases, the ray manifold projection becomes single-valued, and the signal becomes quasi-monochromatic. This information allows the determination of the instant frequency of the signal even if $\delta t=1 / f$, i.e., from one oscillation period, although the uncertainty relation tells us that in this case, $\delta f=f$, and, therefore, the frequency cannot be determined. This property of the ray manifold projection in the impact parameter representation allows achieving a high resolution in the retrieval of the bending angle profiles (see the numerical simulation in [22]).

The time-frequency analysis is most useful in situations where such a single-valued projection of the ray manifold is not known a priori. This happens in the presence of strong horizontal gradients, which perturb the ray impact parameter [10], resulting in the multipath in the impact parameter space [41]. In such cases, a spectrogram of the signal can tell us much more about the structure of the signal than the bending angle profile retrieved by using the FIO approach. While FIOs implement linear representations of the wave field, different types of quasiprobability distributions in the phase space implement non-linear (quadratic) representations.

The SWDF possesses properties that make it a prospective candidate for the timefrequency analysis of RO observations:

1. It effectively suppresses the "quantum oscillations", which are imminent to the WDF.
2. Its resolution is good enough for practical purposes.
3. It has no preferred direction in the phase space because it is invariant with respect to the phase space rotation.

## 7. Conclusions

This study is a continuation of the work on the application of the technique of quantum distributions for the analysis of RO observations. Previously, the WDF and KDF were introduced in this context $[28,48,49]$. The advantage of the KDF is the simplicity of its evaluation. However, it cannot provide such a good quality of ray manifold detection as
the WDF. On the other hand, the WDF produces a lot of "quantum oscillations" in the phase space, which are manifestations of the wave nature of the signal.

We follow the idea of using the FrFT, which implements rotations in the phase space $[28,52,53]$. Averaging the KDF over the rotation group results in the WDF convolved with a smoothing kernel, which is close to the Fresnel transform of the WDF. We introduce this type of quasiprobability density in the phase space for the analysis of RO observations. We describe the numerical algorithm of the evaluation of the SWDF. We analyze two simple test signals, which demonstrate its advantages. Finally, we apply the SWDF for the analysis of real RO observations. We demonstrate that it allows a clearer visualization of the ray manifold compared to the WDF due to the suppression of the oscillating structures. The SWDF is invariant with respect to the phase space rotation. It achieves an optimal resolution without any externally defined parameter, such as the sliding aperture size [6]. This makes the SWDF a prospective technique of time-frequency analysis of RO observations.
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## Abbreviations

The following abbreviations are used in this manuscript:

| FIO | Fourier Integral Operators |
| :--- | :--- |
| FFT | Fast Fourier Transform |
| FrFT | Fractional Fourier Transform |
| GNSS | Global Navigation Satellite Systems |
| GO | Geometrical Optics |
| KDF | Kirkwood Distribution Function |
| RH | Radio Holography |
| RO | Radio Occultation |
| SWDF | Smoothed Wigner Distribution Function |
| WDF | Wigner Distribution Function |
| WO | Wave Optics |
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