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Abstract: We investigated the possibilities of improving hydrological simulations by assimilating
radar backscatter observations from the advanced scatterometer (ASCAT) in the hydrological model
SCHEME using a calibrated water cloud model (WCM) as an observation operator. The WCM
simulates backscatter based on soil moisture and vegetation data and can therefore be used to
generate observation predictions for data assimilation. The study was conducted over two Belgian
catchments with different hydrological regimes: the Demer and the Ourthe catchment. The main
differences between the two catchments can be summarized in precipitation and streamflow levels,
which are higher in the Ourthe. The data assimilation method adopted here was the ensemble Kalman
filter (EnKF), whereby the uncertainty of the state estimate was described via the ensemble statistics.
The focus was on the optimization of the EnKF, and possible solutions to address biases introduced
by ensemble perturbations were investigated. The latter issue contributes to the fact that backscatter
data assimilation only marginally improves the overall scores of the discharge simulations over
the deterministic reference run, and only for the Ourthe catchment. These performances, however,
considerably depend on the period considered within the 5 years of analysis. Future lines of research
on bias correction, the data assimilation of soil moisture and backscatter data are also outlined.

Keywords: hydrological model; water cloud model; data assimilation; backscatter; leaf area index;
soil moisture; bias correction

1. Introduction

Earth-observing satellites collect a wealth of information about processes over land,
oceans and atmosphere [1–3]. Some of them, e.g, space-borne radar scatterometers, could
also help hydrological forecasts. Although their data are mainly used to monitor wind
speed over the oceans [4], it was shown that scatterometers operating at C-band frequency
(approximately 5 GHz) can be used to monitor sea ice [5,6] and land-related variables,
such as surface soil moisture (SSM) [7,8] and vegetation optical depth [9], related to both
vegetation water content and leaf area index (LAI).

The retrieval products of SSM and LAI can be readily integrated into hydrological and
land surface models. Most hydrological data assimilation (DA) studies only assimilated
SSM [10–14]. More recently, vegetation has been updated in land surface models that
simulate vegetation dynamically in large-scale studies [15,16]. Joint SSM and LAI DA has
not been fully explored for regional hydrological studies because hydrological models that
focus on rainfall–runoff simulations do not dynamically simulate vegetation. Furthermore,
satellite retrievals typically rely heavily on auxiliary data, such as vegetation, topography
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and temperature, and cover geographical areas much larger than the catchments of a
hydrological model. As a result, they may be inconsistent with the structure and the
climatology of the model in which they are integrated, with a risk of degrading the model
performance [17,18].

Since the C-band backscatter signal (σ◦) carries information about the water content
of the soil and the vegetation, it can be used directly in a DA system to update the relevant
model state variables associated with soil moisture and vegetation. Obviously, such a direct
backscatter DA into a hydrological model cannot take place in the same phase space as the
model variables, and a specific mapping model is needed as an observation operator.

Among the several DA options available, the ensemble Kalman filter (EnKF) [19] is
often used in geosciences and in hydrology in particular [20]. It is a Monte-Carlo-like variant
of the well known Kalman filter, suitable for non-linear models; like the Kalman filter [21],
the EnKF assumes zero-mean Gaussian error statistics and is adjoint-free. Therefore, its
use with models affected by significant biases and with bounded variables, such as SSM,
presents several challenges [13,22].

The main objective of the present article is to study the performance of a hydrological
model in an ensemble data assimilation context. This work is motivated by the need for
accurate initial model states in hydrological forecasting and the potential to improve them
by using remotely sensed data of land surface variables [23–25]. The modelling framework
is defined by the hydrological model SCHEME (SCHEldt-MEuse, from the names of the
two major rivers of Belgium). It is the basis of a hydrological ensemble prediction system
that runs operationally at the Royal Meteorological Institute of Belgium (RMI, [26]). Land
data assimilation is not yet included in the operational system but has been implemented
in the SCHEME model for research purposes to assimilate remotely sensed soil moisture
retrievals [13].

The EnKF was also adopted here to assimilate backscatter data from the advanced scat-
terometer (ASCAT) instrument on board MetOp [27] in the hydrological model SCHEME
at each grid cell individually (one-dimensional). The water cloud model (WCM) by At-
tema and Ulaby [28] was used as an observation operator for the purpose of performing
backscatter simulations. The WCM acted in this case as a forward operator that makes
use of the SSM information from the hydrological model and of ancillary information
of satellite-observed LAI to produce the model estimate of the observable (simulated
backscatter) [29,30]. In particular, the following steps were taken:

• ASCAT data were processed in such a way that backscatter time series at the spatial
resolution of the SCHEME model were generated. For this purpose, the static azimuth
correction and incidence angle normalization of the TU Wien retrieval algorithm [31]
were used together with a resampling of the data to the SCHEME model grid;

• The vegetation parameter input to the SCHEME model was updated. This was
achieved using LAI data from PROBA-V [32], processed at the temporal and spatial
scales of the SCHEME model;

• The WCM was calibrated for a selection of catchments in the domain of the SCHEME model;
• An EnKF was implemented, taking into account all of the previous components (data,

models SCHEME and WCM, dynamical variable constraints);
• A series of numerical experiments was carried out, including a deterministic refer-

ence run, ensemble open loop (OL) simulations and DA, to assess the DA system
performance.

The article is organized as follows. In Section 2, the models are introduced together
with the data, the study area, the DA method and related issues. Section 3 presents
a selection of the OL and EnKF experiments and the statistical scores quantifying the
performance of the DA system. The findings are then discussed in Sections 4 and 5, where
more physical insight is provided and future research is outlined.
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2. Data, Models and Data Assimilation
2.1. Data
2.1.1. Catchments, Hydrometeorological and Soil Data

Our study considered two catchments in Belgium, the Demer and the Ourthe, located
in the Scheldt and the Meuse River basins, respectively (Figure 1). The climate is generally
oceanic with warm summers and mild winters, but local differences occur between the two
catchments, as we will clarify.
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Figure 1. Left: the river basins (Scheldt and Meuse, in light colors) and the catchments (Demer and
Ourthe, in dark colors) included in the present study. Right: the Demer and Ourthe catchments with
topographic features and their outlets. The elevation data are based on [33].

The Demer catchment covers an area of 1775 km2 and its elevation ranges from 17 m
at the outlet to 175 m above sea level in its far southeast. The land use categories can be
summarized as being 46% crops, 29% meadows, 18% forests and 7% inhabited land. Its
climate is characterized by warmer summers than in the rest of the country, especially
in the northern part, due to the low altitude and its proximity to the ocean. Snow is not
frequent: it falls in small quantities and does not last long.

The Ourthe catchment covers an area of 1616 km2 and its elevation varies between
112 m near the outlet to 663 m above sea level in its east border. It is mainly a densely
forested hilly area with 15% crops, 35% meadows, 48% forests and 2% inhabited land.
Summers are noticeably cooler and snow is much more frequent in the Ourthe than in the
Demer catchment due to its altitude and a stronger continental influence from the east. The
higher parts are usually covered by snow for several days per year.

Meteorological data are provided by a network of stations of the Royal Meteorological
Institute of Belgium (approximately one station per 100 km2). Relevant meteorological
variables used as the input in the SCHEME model are precipitation, air temperature,
solar radiation, air humidity, wind speed and cloud cover. These data are collected at in
situ stations and processed for the period 2010–2019. Quality control is routinely carried
out because these data are also used operationally. The method of Thiessen polygons is
adopted to calculate the precipitation field at the horizontal resolution of the SCHEME
model, namely 7 km× 7 km. For the other meteorological variables, the inverse distance
squared weighted interpolation is used to obtain the corresponding fields. For temperature
in particular, the lapse rate of 0.0065 ◦C ·m−1 is applied to account for altitude variations.

Tables 1–3 provide a summary of the hydrometeorology of the two catchments in terms
of averages and records for a historical reference (climatological) period (1971–2000 for
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streamflow, 1966–1995 for meteorology) and for the time period considered in this study
(2010–2019). The precipitation and temperature values presented in the tables were cal-
culated based on areal averages over the catchments. The streamflow corresponds to
measurements at each catchment outlet (Molenstede for the Demer, Tabreux for the Ourthe).
There is a small decrease in the average streamflow in the current period compared to
the climatological one in both catchments. On the other hand, the high flows appear to
be noticeably increased, something that is in direct relation with the noticeable increase
in precipitation in winter (Table 2, maximum monthly average). Nevertheless, yearly
precipitation appears to be decreased when compared to the climatological values, whereas
the high daily records remain within the reference range (Table 2, yearly average, record
high in one day). All of the temperature indices have increased in both catchments (Table 3),
clearly showing that the current period is markedly warmer than the reference period.

Table 1. Synoptic streamflow climatology.

Streamflow (mm/Day) Climatological Study Period
1971–2000 2010–2019

Demer catchment

Average 0.62 0.61
Record low 0.02 0.10
Minimum monthly
average 0.38 0.35

Record high 2.92 2.74
Maximum monthly
average 0.89 1.07

Ourthe catchment

Average 1.20 1.12
Record low 0.03 0.06
Minimum monthly
average 0.32 0.32

Record high 19.79 14.74
Maximum monthly
average 2.23 2.78

Table 2. Synoptic precipitation climatology (totals, areal averaged).

Precipitation (mm) Climatological Study Period
1966–1995 2010–2019

Demer catchment

Yearly average 768 726
Record high in one day 56 50
Minimum monthly
average 50 36

Maximum monthly
average 77 82

Ourthe catchment

Yearly average 988 930
Record high in one day 77 44
Minimum monthly
average 69 45

Maximum monthly
average 100 121
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Table 3. Synoptic temperature climatology (areal averaged).

Temperature (◦C) Climatological Study Period
1966–1995 2010–2019

Demer catchment

Average 9.8 10.8
Record low −19.5 −15.6
Minimum monthly
average 2.8 3.2

Record high 35.6 40.0
Maximum monthly
average 17.7 19.1

Ourthe catchment

Average 8.3 9.0
Record low −19.0 −15.5
Minimum monthly
average 0.9 1.14

Record high 34.0 36.9
Maximum monthly
average 16.5 17.4

The SCHEME model uses meteorological information to compute soil moisture indices
with values between 0 and 1. However, the WCM needs soil moisture data from SCHEME
expressed in volumetric units (m3/m3) as an input. Therefore, soil information is needed
to convert the SCHEME indices to volumetric units using the equation

SSMv = SSM× (FC− PWP) + PWP, (1)

where FC is the field capacity, PWP is the permanent wilting point, SSM is the surface soil
moisture index of the SCHEME model and SSMv the volumetric soil moisture. The soil data
needed for this transformation are provided by the European Centre for Medium Range
Weather Forecasts (ECMWF, [34]) in the form of global soil type distribution, together with
the field capacity and wilting point corresponding to each soil type. Figure 2 shows the
soil types for a larger area around Belgium. There are two soil types inside the Demer
catchment and only one inside the Ourthe according to this classification.

2.1.2. Satellite Data

Two different satellite data sets are used in the study period 2010–2019: backscatter
data from ASCAT as observations for our data assimilation (DA) procedure, and leaf area
index (LAI) data from PROBA-V as a temporally evolving input parameter for the SCHEME
and the water cloud model (WCM).

In the present study, backscatter observations (σ◦) from the ASCAT sensor on board
the European MetOp-A,B,C satellites were used. These satellites are flying in a sun-
synchronous orbit at approximately 817 km above the surface of the Earth, while the radar
operates at C-band (5.255 GHz, VV polarization). The ASCAT sensor scans with its two
sets of three fan-beam antennas, two swaths that are approximately 550 km each situated
360 km apart from the satellite ground track. Thus, a σ◦ triplet was produced with incidence
angles varying between 34◦ and 64◦ for the fore and aft beams, and between 25◦ and 53◦

for the mid beam over each swath.
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Figure 2. Soil types following [34].

The ASCAT Level 1 σ◦ data are provided by EUMETSAT at a 25 km swath grid. Such
data cannot be used directly for DA purposes; processing is necessary. We applied, in
particular, the same azimuth correction and incidence angle normalization to ASCAT data
as in the TU Wien change detection method. Since the original Level 1 σ◦ measurements
are provided in orbit geometry, they were first re-sampled to a fixed Earth grid in order
to generate time series for each grid point. The fixed grid used here was the SCHEME
model grid and the re-sampling was based on the weighted average of the nearest σ◦

observations using a Hamming window. The angle adjustments applied to the ASCAT
data were based on the assumption that backscatter dependence on the incidence angle can
be approximated by a second-order polynomial. For the azimuth correction, the data were
classified according to parameters defining the azimuth angle under which a location is
seen (fore, mid or aft beam; left or right swath; ascending or descending orbit), resulting in
twelve possible configurations.

For the incidence angle normalization, the reference angle chosen here was 40◦. The
method used treated the backscatter again as a quadratic function of the incidence angle,
and made use of the ASCAT geometry and, in particular, of the fact that the fore and aft
beams have the same incidence angle. This observation allows for an approximation of
the derivative of backscatter as a function of the incidence angle by finite differences (local
slopes), ultimately allowing for the calculation of the polynomial coefficients if enough local
slope data can be generated. For the technical details of the TU Wien algorithm, we refer the
reader to [31,35,36], and for more recent developments on the ASCAT backscatter-incidence
angle dependence, to [37]. The final result of this processing is a unique corrected and
normalized backscatter value for each grid cell and time step of the SCHEME model.
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At freezing temperatures, the backscatter signal strongly decreases because of the
inability of the soil water molecules to align themselves to the external electromagnetic
field. The effect of freezing is more complex in the case of vegetation due to the adaptation
mechanisms of the plants to withstand the cold winter weather. To avoid difficulties related
to freezing conditions, ASCAT data are not used when the average daily air temperature
drops below 2 ◦C.

Vegetation in the SCHEME and the WCM is quantified by the LAI. The LAI is defined
as half the area of photosynthetically active elements of the vegetation per unit of horizontal
ground area. The LAI data used here were provided in the form of a Level 3 product by
Copernicus Global Land Service (CGLS) based on observations from the PROBA-V sensor
onboard the PROBA platform [32]. PROBA-V operates at an altitude of 820 km in a sun-
synchronous orbit, with a local overpass time of 10:45 a.m. The instrument views the
surface of the Earth under an angle of 102.6◦ corresponding to a swath of 2295 km. The
imaging of areas around the equator requires two days, whereas, for latitudes beyond 35◦

(north and south), all areas are acquired at least once per day.
The PROBA-V Level 3 LAI product used here had a spatial resolution of 1 km × 1 km

and availability period of 10 days. The PROBA-V processing is described in [38,39]. In order
to use the product for modeling purposes, changes in spatial and temporal scale are needed.
In particular, an upscaling to match the coarser SCHEME model resolution was carried out
together with a linear interpolation in time to generate daily data. The spatial upscaling
consisted of averaging the LAI values inside a SCHEME model grid cell.

2.2. Models
2.2.1. The Hydrological Model SCHEME

The hydrological model SCHEME is the distributed version of the conceptual model
IRMB (Integrated Runoff Model, Franz Bultot, [40]). The IRMB model has been used in
small catchments from 100 to up to 1600 km2 for climate change impact studies, mainly in
Belgium and in Switzerland [41,42].

SCHEME is optimized for river basins up to 20,000 km2 with a spatial resolution
7 km × 7 km and describes the heterogeneity of the local hydrometeorological conditions. It
is used in medium-range streamflow forecasts ranging from preliminary to advanced stud-
ies aimed at improving a semi-operational hydrological ensemble prediction system [26,43].
It runs at daily time steps and comprises nine different land covers represented by appro-
priate fractions depending on the grid cell. The soil properties are described by two soil
layers and the water exchanges between them.

The actual evapotranspiration depends on the water intercepted by the vegetation,
the water content of the two soil layers and the potential evapotranspiration calculated
according to the Penman formula [44]. Surface runoff is simulated with a unit hydrograph,
and the underground water is represented by two reservoirs. Figure 3 depicts SCHEME’s
main features and processes.

The soil water content and runoff calculation in SCHEME is based on simple water
balance considerations. The parameters controlling the model processes are calibrated
on a selection of catchments in the Scheldt and Meuse river basins and then regionalized
over the corresponding basins. The capacity of the upper soil layer is one of the model
parameters that are optimized and regionalized, as described in [13,40].
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Figure 3. Diagram of processes of the SCHEME model. Model parameters: (1) wdsx, threshold value
for upper soil reservoir; (2) scr(4), seasonal runoff coefficients; (3) µ, redirection coefficient for surface
flow; (4) a, b and c, parameters describing a unit hydrograph; (5) α1 and α2, recession coefficients of
the underground reservoirs; (6) v and D, routing module parameters.

2.2.2. The Water Cloud Model (WCM)

In order to assimilate backscatter data, we used the WCM [28] as an observation
operator to simulate backscatter from the SCHEME model output. In the WCM, the
backscatter is computed based on the assumption that the vegetation can be modeled as a
cloud of identical water droplets, uniformly distributed in space according to a Poisson
process, which scatters the incident radar beam back. In its first-order approximation, where
multiple scattering effects are not taken into account, the WCM represents backscatter as the
sum of two terms, the vegetation backscatter, σ◦veg, and the soil backscatter, σ◦soil , attenuated
by the vegetation layer:

σ◦ = σ◦veg + t2σ◦soil , (2)

where the two right-hand-side terms are given in linear scale and the vegetation attenuation
factor t2 is given by:

t2 = exp(
−2BV
cos θ

). (3)

In this equation, B is a parameter related to the total vegetation attenuation, V is the
vegetation descriptor (here, the LAI) accounting for direct vegetation attenuation and θ is a
fixed angle (here, the reference incidence angle of the backscatter observations, θ = 40◦).
The two terms in Equation (2) are given by
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σ◦veg = AV(1− t2) cos θ, (4)

where A is a parameter related to the vegetation scattering and depends on the canopy type,
V is the vegetation descriptor (here, LAI) accounting for direct vegetation backscatter and:

10 log(σ◦soil)dB = C + D · SSMv (5)

in dB, with parameters C and D and volumetric surface soil moisture SSMv (Equation (1)).
The linear dependence in Equation (5) is supported by experimental evidence, while
the sum of the radar beam backscatter contributions from the vegetation layer leads to
Equation (4). Therefore, the WCM used here had a total of four parameters to be calibrated:
A, B, C and D.

The SSM and the LAI data needed to perform backscatter simulations with the WCM
were provided, respectively, by the SCHEME model and the PROBA-V LAI product de-
scribed in Section 2.1.2. To calibrate the WCM, the SSM output from a deterministic
SCHEME simulation was used. The diagnostic conversion of SSM to SSMv was fixed per
Equation (1) and made part of the observation operator. The calibration was carried out
with the shuffled complex evolution algorithm (SCE-UA, [45]) for each grid cell in the
Demer and the Ourthe catchments over the period 2010–2014. The objective function to be
minimized combines the root mean square error between the observed and the simulated
backscatter and a parameter penalty term. We refer the reader to [30] for more details about
the method.

2.3. Data Assimilation Method
2.3.1. EnKF

The data assimilation method adopted here was the ensemble Kalman filter (EnKF [46–48]),
which uses an ensemble of model trajectories that is evolved via the full nonlinear model
to describe the flow-dependent forecast error distribution. The EnKF is a Gaussian method
and the uncertainty about the state estimate is described via the ensemble mean and the
ensemble covariance.

If (xa
k)

i is the analysis at time step k for the ensemble member i ∈ {1, . . . , n}, then the

forecast (x f
k+1)

i at time step k + 1 generated with the model M is:

(x f
k+1)

i = M((xa
k)

i, wi
k), (6)

where the random term wi
k is a realization of the model error, representing the complete

effect of perturbations to forcing and model variables. Observations z◦k with random

error εk were collected at time steps k and their simulated counterparts z f
k (observation

predictions) were generated using the nonlinear observation operator Hk(·):

(z f
k )

i = Hk

(
(x f

k )
i
)

. (7)

The EnKF works in a sequential fashion whereby the ensemble of forecast states, x f , is
updated when new observations are available. This process produces the analysis ensemble:

(xa
k)

i = (x f
k )

i + Kk((z◦k )
i − (z f

k )
i), (8)

where the Kalman gain matrix, Kk, is given by:

K = Cov(x f , z f )
[
Cov(z f , z f ) + R

]−1
, (9)

with all entries evaluated at time step k (we dropped the index in the equation for the
simplicity of notation). The matrix Cov(x f , z f ) is the sample error covariance (across
the ensemble) between the model state forecast x f and the observation prediction z f .
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Similarly, Cov(z f , z f ) is the sample error covariance of the observation predictions. R is
the observation error covariance.

The ensemble size was set here to n = 50. In the present one-dimensional setting, the
model state and the assimilated data are scalar quantities; thus, all matrices in Equation (9)
reduce to scalar real numbers. The observations z◦ are given by the ASCAT backscatter
σ◦, processed as described in Section 2.1.2. The dynamic state variable x is the surface
soil moisture (SSM) from the SCHEME model and the observation operator is given by
the WCM. The observation prediction is generated by using, as an input in the WCM, the
SCHEME model SSMv and the PROBA-V LAI product.

2.3.2. Perturbations

We worked with the stochastic version of the EnKF [46], whereby random perturba-
tions are applied to precipitation and to the dynamic state variable (SSM) to generate the
ensemble of trajectories, as well as to the assimilated σ◦ observations to prevent an under-
estimation of the analysis error (see, e.g., [47]). There was an initial set of perturbations used
to generate the SSM ensemble the day at which the ensemble simulation starts, and then, at
each daily forecast time step, new soil moisture perturbations were introduced using the
method developed in [13]. Perturbations were designed to preserve the bounds of SSM
by using truncated distributions in their generation. Let x0 be an SSM value (expressed
in the range 0–1) to which we added a noise term εS drawn from a truncated normal
distribution r(N(0, σ2)). Since both x0 and x0 + εS must belong to the interval [0, 1], we
have −x0 ≤ εS ≤ 1− x0. These inequalities define the interval on which r(N(0, σ2

k )) has
to be restricted, with standard deviation σk drawn from the corresponding probability
distribution of SSM standard deviations at time step k as in [13].

Together with perturbing the model state vector to mimic the model internal variability,
we also mimicked the uncertainty in the external forcing (process error) by perturbing
the precipitation fields. Precipitation forcing uncertainties are represented by random
multiplicative perturbations drawn from a truncated log-normal distribution with standard
deviation varying in time between 0.5 and 5.0 according to the precipitation value. For
the calculation of precipitation perturbations, the same technique as in the case of SSM
above was applied, taking into account the multiplicative nature of such perturbations to
determine the interval in which they can vary. In this approach, we assumed an upper limit
of precipitation at 60 mm/day.

A similar approach was adopted for ASCAT σ◦ in linear scale as well to avoid unre-
alistic values compared to the long-term ASCAT observations (2010–2019) after applying
the observation perturbations, i.e., an upper limit was set. We worked in linear scale with
additive perturbations drawn from a truncated normal distribution. The standard deviation
of the observation perturbation distribution is a fraction of the RMSE between the ASCAT
σ◦ observations and the deterministic (calibrated) WCM σ◦ simulations and varies spatially
between 1× 10−3 and 2× 10−3 in the linear scale across grid cells. The RMSE calculations
were carried out for the period 2010–2014 for each grid cell of SCHEME and separately in
each catchment.

The EnKF update is fully Gaussian and there are no physical nor dynamical constraints
in it that could prevent the analysis values to be out of bounds. This is a well known issue
in EnKF-like methods. Only sufficiently small values of the Kalman gain K could keep
the updated soil moisture states inside the bounds; for example, when the covariance R
is very large. However, this would imply a very small or negligible impact of DA. One
pragmatic solution would be to repeat the observation sampling each time the bounds are
exceeded, hoping that, after a reasonable number of iterations, the innovation term will
become sufficiently small. In our case, this approach proved to be very inefficient even after
as many as 106 iterations. Instead, we used a tolerance parameter T to randomly choose a
new updated value when xa exceeded its bounds. If xa < 0 after updating, then
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xa = u · T (10)

and if xa > 1 after updating, then

xa = 1− u · T (11)

where u is a random number between 0 and 1. T is a small real number used in order
to generate a model state value near the bound by applying the previous rule; we set
T = 2.5× 10−1.

2.3.3. Addressing Bias Issues

The EnKF is formulated under the assumption of unbiased model simulations and
observations. These conditions are rarely met in real applications and one has to cope with
them by attempting to estimate and remove the biases whenever possible. In the present
case, biases between observed ASCAT backscatter and simulated backscatter obtained
with deterministic SCHEME estimates of SSM and PROBA-V LAI were minimized by
calibrating the WCM parameters. However, the use of ensemble perturbations introduces
bias between ensemble backscatter simulations and observations.

More specifically, the perturbations applied to the SCHEME model forcing (precipi-
tation), model state (SSM) and observations (backscatter) have an average of 0 if they act
additively, or 1 if they act multiplicatively. Therefore, in the limit of a very large sample, the
averages of the perturbed values are indistinguishable from the deterministic ones. How-
ever, the model state (SSM) is bounded and the SCHEME model is non-linear; therefore,
bias generation during ensemble perturbation (needed for DA) cannot be ruled out.

The amount and impact of the latter was elucidated by performing DA-free ensemble
runs, hereafter referred to as open loop (OL) simulations. In the OL, the precipitation and
SSM perturbations are active but the Kalman equation is disabled. Figure 4 illustrates an
example for the areal averaged SSM over the two catchments, Demer and Ourthe, and for
one year in OL simulations. Note that, due to areal averaging over the catchments, the
reference simulation may sometimes appear completely outside the range of the ensemble
(e.g., November 2011), when, in fact, at several places in the catchments, the reference values
are inside the ensemble range. The reference simulation is the deterministic SCHEME
model run without perturbations or DA.

By visually inspecting Figure 4, it is evident that a negative bias is introduced in OL
SSM simulations due to perturbations. The bias with respect to the reference (determin-
istic) simulation was approximately −12.3% and −10.1% for the Demer and the Ourthe
catchments, respectively.

The introduction of SSM bias via ensemble perturbation is a known problem and can
be solved by recentering the ensemble around a reference deterministic simulation as in,
e.g., [49]. This approach assumes that the ensemble spread is created by adding Gaussian
noise only to the model state variables in an ideal case, which is not true here, thus leading
us to opt for an alternative solution for perturbation bias correction, which is as follows. We
performed OL and reference simulations for the period 2010–2015 for both catchments. We
then took spatial averages over the catchments to obtain the reference and the OL ensemble
SSM time series. Based on the OL ensemble average and the reference time series, we
constructed the cumulative distribution functions (CDFs) for SSM shown in Figure 5.
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Figure 4. Spatially averaged SSM over the Demer and the Ourthe catchments. The reference
simulation obtained with the deterministic SCHEME model run and the original open loop ensembles
(OL-Ens) are depicted (June 2011–May 2012).
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Figure 5. Cumulative distribution functions for surface soil moisture based on spatially averaged
open loop and reference data for the period 2010–2015.

The CDFs can be used to measure the difference between the OL average and the
reference soil moisture values at an equal probability. This leads to the soil moisture bias
estimates (red lines) displayed in Figure 6, to which, we fitted a polynomial in order to
allow for the calculation of a bias correction for any SSM value. In this case, the polynomial
was of degree four for both catchments (blue lines in Figure 6).
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Figure 6. Bias functions for SSM based on the CDFs for the period 2010–2015 (original data and
curve fit).

The distributions and the bias functions in Figures 5 and 6 provide the statistical
properties of time series obtained after the averaging of simulated data over the catchments.
The objective here was to apply a bias correction to the forecasted SCHEME model state
(SSM) at each model time step, with the goal of minimizing the effect of the bias on the
ensemble OL (bias as, e.g., in Figure 4) and DA performance. More specifically for the DA
case, the bias-corrected SSM forecast should also enter as an input in the WCM and the
Kalman equation. However, using the bias estimates of Figure 6 to correct SSM forecasts
at each time step (with feedback into the model) would produce large correction values
in the intermediate SSM range (e.g., between 40% and 60% for the Demer or 60% and
80% for the Ourthe in Figure 6). This would quickly lead to water accumulation in the
upper soil layer under low evaporation conditions, which prevail in autumn and winter
in Belgium. Therefore, the bias correction was adapted as follows to take into account the
evaporation effect.

We only applied a fraction of the bias correction term above, according to the potential
evapotranspiration (PET) levels. In this approach, there were two bias sub-functions
defined for different intervals of PET, hence the name piece-wise bias correction (or “p-w
BC” for short). More precisely, if B is the SSM bias provided by the bias function (Figure 6)
and SSMbc is the bias-corrected surface soil moisture, then

SSMbc =

{
SSM− C1 · B, if PET < P0

SSM− C2 · B, if PET ≥ P0.
(12)

The PET threshold is P0 = 1.0 mm/day for Demer and P0 = 0.8 mm/day for Ourthe.
The constants C1 and C2 adjusting the bias correction were calculated by minimizing the OL
SSM bias relative to a deterministic simulation over the period 2010–2015. The values were
C1 = 0.20, C2 = 0.60 for the Demer, and C1 = 0.08, C2 = 0.25 for the Ourthe (resulting in a
bias of 1.93% for the Demer and 2.26% for the Ourthe catchment). In short, the correction
given by Equation (12) was applied to the forecasted SSM at each model time step for either
the OL or DA simulation, and it ensured that a bias-corrected SSM enters as an input in the
WCM and the Kalman equation.

3. Results

Three different types of experiments were performed with the SCHEME model: the
reference or deterministic run, the open loop (OL) and the data assimilation (DA) runs,
depicted in Figure 7. The OL and DA experiments produce ensembles of simulated data
and can be with or without the bias correction of Section 2.3.3 (not shown in the figure
for simplicity).
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Figure 7. The three types of experiments performed with the SCHEME model.

The results of the reference, OL and DA experiments with the SCHEME model are
given in Figures 8 and 9 for the Demer catchment and in Figures 10 and 11 for the Ourthe
catchment. These figures illustrate all of the possible simulation options, namely OL and the
EnKF with and without the application of the piece-wise bias correction (cf. Section 2.3.3).
For brevity, only two years are presented here, June 2016–May 2017 and June 2018–May
2019, out of five years of the study period.

The surface soil moisture (SSM) time series have significant differences between the
Demer and the Ourthe catchments. In the Ourthe, the period of time with SSM values
near the saturation is considerably longer than in the Demer. In addition, SSM never
reaches values close to zero in the Ourthe, whereas this happens every year in the Demer.
Short-time-scale SSM variations are determined by rainfall and the season of the year. The
alternation of wet and dry periods in summer, low elevation and limited forest presence
are at the origin of the great SSM variability in the Demer catchment.

A visual inspection of Figures 8–11 suggests that the OL SSM ensembles without
bias correction are negatively biased relative to the reference simulation, in line with
Section 2.3.3.

The effect of backscatter DA is evident at the level of soil moisture, with varying
features depending on the catchment. For example, in the case of the Demer catchment,
under dry conditions, DA yields higher SSM values when combined with piece-wise
SSM bias correction than both the reference simulation and DA without bias correction
(cf. Figures 8 and 9). This leads to slightly higher streamflow values under bias correction
and dry conditions. On the other hand, the application of SSM bias correction does
not seem to have a substantial impact in the Ourthe catchment when DA takes place
(cf. Figures 10 and 11).

The streamflow ensembles generally appear to be positively biased relative to obser-
vations and the reference simulation. The differences between the simulated (reference,
OL and EnKF average) and observed streamflow time series are quantified using well-
established statistical scores such as bias (B), root mean square error (RMSE), Pearson
correlation coefficient (R) and Nash–Sutcliffe efficiency coefficient (NSE). Such scores are
calculated annually and for the whole five-year period from June 2014 to May 2019. Al-
though the streamflow output of the SCHEME model is sensitive to SSM fluctuations over
short time periods as well, multiannual metrics reflect the combined effect of a variety of
hydrological conditions and better represent the SSM bias correction effect. The results of
such statistical scores for all possible combinations of data and time periods are shown in
Tables 4 and 5, with multi-year summary statistics at the bottom.
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Figure 8. Spatially averaged surface soil moisture (reference simulation and ensemble members)
and streamflow (reference simulation, observations and ensemble members) for the Demer catch-
ment in SCHEME model simulations, June 2016–May 2017. From top to bottom: OL without bias
correction, OL with piece-wise bias correction, EnKF without bias correction, EnKF with piece-wise
bias correction.
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Figure 9. Spatially averaged surface soil moisture (reference simulation and ensemble members)
and streamflow (reference simulation, observations and ensemble members) for the Demer catch-
ment in SCHEME model simulations, June 2018–May 2019. From top to bottom: OL without bias
correction, OL with piece-wise bias correction, EnKF without bias correction, EnKF with piece-wise
bias correction.
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Figure 10. Spatially averaged surface soil moisture (reference simulation and ensemble members)
and streamflow (reference simulation, observations and ensemble members) for the Ourthe catch-
ment in SCHEME model simulations, June 2016–May 2017. From top to bottom: OL without bias
correction, OL with piece-wise bias correction, EnKF without bias correction, EnKF with piece-wise
bias correction.
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Figure 11. Spatially averaged surface soil moisture (reference simulation and ensemble members)
and streamflow (reference simulation, observations and ensemble members) for the Ourthe catch-
ment in SCHEME model simulations, June 2018–May 2019. From top to bottom: OL without bias
correction, OL with piece-wise bias correction, EnKF without bias correction, EnKF with piece-wise
bias correction.
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The statistics show that the OL experiments introduce positive streamflow biases in all
cases without exception. Indeed, the bias of each OL streamflow simulation is larger than
the bias of the corresponding reference simulation. In terms of the NSE, the performance
of the OL streamflow ensembles obtained is generally lower than the performance of the
corresponding reference simulations, with some exceptions (first two years in Table 4,
second and third year in Table 5). This is mainly due to the application of precipitation
perturbations during the OL runs.

Table 4. Synoptic statistics for streamflow, Demer catchment. The unit for bias and RMSE is mm/day
and the scores are calculated with respect to the streamflow observations .

B RMSE R NSE

1 June 2014–31 May 2015

Reference simulation −0.09 0.20 0.93 0.80
OL mean, no BC 0.06 0.20 0.93 0.81
OL mean, p-w BC 0.12 0.24 0.93 0.73
EnKF mean, no BC 0.03 0.19 0.92 0.82
EnKF mean, p-w BC 0.07 0.21 0.92 0.79

1 June 2015–31 May 2016

Reference simulation −0.11 0.20 0.94 0.84
OL mean, no BC 0.06 0.17 0.95 0.88
OL mean, p-w BC 0.13 0.22 0.95 0.81
EnKF mean, no BC 0.04 0.17 0.95 0.89
EnKF mean, p-w BC 0.07 0.19 0.94 0.87

1 June 2016–31 May 2017

Reference simulation −0.06 0.25 0.92 0.82
OL mean, no BC 0.05 0.25 0.92 0.82
OL mean, p-w BC 0.12 0.29 0.92 0.75
EnKF mean, no BC −0.00 0.25 0.91 0.83
EnKF mean, p-w BC 0.03 0.25 0.91 0.82

1 June 2017–31 May 2018

Reference simulation −0.06 0.16 0.95 0.84
OL mean, no BC 0.11 0.19 0.95 0.75
OL mean, p-w BC 0.15 0.23 0.96 0.65
EnKF mean, no BC 0.09 0.17 0.95 0.80
EnKF mean, p-w BC 0.11 0.19 0.95 0.75

1 June 2018–31 May 2019

Reference simulation 0.04 0.17 0.91 0.77
OL mean, no BC 0.15 0.23 0.92 0.61
OL mean, p-w BC 0.19 0.26 0.94 0.51
EnKF mean, no BC 0.15 0.22 0.93 0.64
EnKF mean, p-w BC 0.16 0.23 0.93 0.59

1 June 2014–31 May 2019

Reference simulation −0.06 0.20 0.92 0.83
OL mean, no BC 0.08 0.21 0.93 0.81
OL mean, p-w BC 0.19 0.26 0.94 0.51
EnKF mean, no BC 0.06 0.20 0.92 0.82
EnKF mean, p-w BC 0.09 0.21 0.93 0.80
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Table 5. Synoptic statistics for streamflow, Ourthe catchment. The unit for bias and RMSE is mm/day
and the scores are calculated with respect to the streamflow observations.

B RMSE R NSE

1 June 2014–31 May 2015

Reference simulation 0.06 0.58 0.88 0.77
OL mean, no BC 0.14 0.59 0.88 0.75
OL mean, p-w BC 0.28 0.71 0.84 0.64
EnKF mean, no BC −0.09 0.61 0.87 0.74
EnKF mean, p-w BC −0.07 0.62 0.86 0.73

1 June 2015–31 May 2016

Reference simulation 0.38 0.80 0.88 0.67
OL mean, no BC 0.40 0.77 0.88 0.69
OL mean, p-w BC 0.52 0.91 0.85 0.58
EnKF mean, no BC −0.02 0.58 0.92 0.82
EnKF mean, p-w BC 0.01 0.58 0.92 0.83

1 June 2016–31 May 2017

Reference simulation 0.39 0.73 0.84 0.43
OL mean, no BC 0.43 0.70 0.85 0.49
OL mean, p-w BC 0.55 0.82 0.84 0.30
EnKF mean, no BC 0.11 0.51 0.86 0.72
EnKF mean, p-w BC 0.14 0.51 0.86 0.72

1 June 2017–31 May 2018

Reference simulation 0.03 0.45 0.95 0.89
OL mean, no BC 0.16 0.56 0.93 0.83
OL mean, p-w BC 0.30 0.65 0.91 0.78
EnKF mean, no BC −0.01 0.60 0.93 0.81
EnKF mean, p-w BC 0.00 0.58 0.93 0.82

1 June 2018–31 May 2019

Reference simulation 0.06 0.61 0.87 0.76
OL mean, no BC 0.24 0.64 0.88 0.73
OL mean, p-w BC 0.34 0.72 0.86 0.66
EnKF mean, no BC 0.18 0.64 0.87 0.73
EnKF mean, p-w BC 0.19 0.65 0.87 0.73

1 June 2014–31 May 2019

Reference simulation 0.19 0.64 0.88 0.74
OL mean, no BC 0.27 0.66 0.88 0.73
OL mean, p-w BC 0.40 0.77 0.86 0.63
EnKF mean, no BC 0.03 0.59 0.89 0.78
EnKF mean, p-w BC 0.05 0.59 0.89 0.78

One can consider the ensemble pairs OL–EnKF under the same conditions, i.e., both
without bias correction or both with piece-wise bias correction. According to the scores in
the tables, the performance difference in terms of RMSE or NSE between the OL and EnKF
is larger when both are generated by the application of the SSM piece-wise bias correction
during the corresponding model runs.

Although there is not a clear conclusion from the statistical scores over long time
periods, there are several cases in both catchments where an improvement (decreased
errors or increased NSE) in streamflow estimations is observed in the DA experiments. In
other instances, the reference simulation has a better performance than the EnKF ensem-
ble average. The most characteristic case is the year June 2018–May 2019 in the Demer
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catchment, where DA leads to a significant decrease in NSE. The very opposite is the year
June 2016–May 2017 in the Ourthe catchment, characterized by a large improvement in the
simulation performance after DA.

4. Discussion
4.1. DA Performance

The streamflow results obtained in this study reveal several aspects of backscatter DA
in a hydrological model. The impact is not systematically positive: it differs between the
two catchments and through time, with the succession of periods of positive and negative
or negligible effect. Over the full 5-year period, and in terms of the NSE, DA leads to a little
improvement over the reference streamflow simulation in the Ourthe catchment and to
a little deterioration in the Demer catchment, regardless of whether the bias correction is
implemented or not.

At the yearly time scale, the period June 2018–May 2019 is remarkable for the Demer
catchment because it is characterized by a performance deterioration of the DA (cf. Table 4),
particularly when the bias correction is applied. We argue that this is due to unsuitable
soil moisture levels after the DA update. Indeed, as we can see in Figure 9, backscatter DA
increases the SSM compared to the reference experiment during two months in summer
2018 and two months in spring 2019. As a result, the precipitation in these months yields
an increased streamflow.

Figure 12 explains why DA-updated SSM appears to be increased in June and July
2018 with respect to the deterministic run, even without the bias correction. We observe
that the innovation (here, the difference between ASCAT and WCM backscatter) is, for the
most part, positive in these months, and, when it is negative, the soil moisture to which it
has to be applied is nearly zero. This will trigger the random generation of SSM according
to the tolerance introduced in Equation (10), often resulting in increased SSM values.

The SSM update through DA can have a different effect in other cases, as we see in
Table 5 for the Ourthe catchment and, in particular, in the year June 2016–May 2017. In
this case, we observe a large improvement in the hydrological performance in terms of
NSE. Figure 10 shows the clear association between the decreased EnKF SSM ensemble
levels and the simulated EnKF streamflow ensemble, which appears to be also decreased
with respect to the reference simulation. For this particular situation, we note that the SSM
profile follows the ASCAT signal variations seen in Figure 13, with the exception of the
second half of January 2017, which is under freezing conditions, implying that DA does
not take place.
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Figure 12. Spatially averaged backscatter, simulated (WCM) and observed (ASCAT) and SSM
(deterministic SCHEME run) for the Demer catchment, June 2018–May 2019.
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Figure 13. Spatially averaged backscatter, simulated (WCM) and observed (ASCAT) and SSM
(deterministic SCHEME run) for the Ourthe catchment, June 2016–May 2017.

We can have varying results at shorter time scales. For example, during March 2017,
we obtained, in the Demer catchment, NSE values equal to 0.833, 0.886 and 0.902 for the
reference simulation and the EnKF without and with bias correction, respectively. In this
case, although the SCHEME model already performs very well, backscatter DA further
improves its performance (even more so with bias correction). In other instances, DA
leads to large improvements in the streamflow simulations. This is the case in November
and October 2017, with very large increases in model performance in terms of the NSE
coefficient: 0.442 and −1.500, respectively, for the reference SCHEME model simulation,
compared to 0.819 and 0.603, respectively, for the EnKF average.

4.2. Comparison with SSM Retrieval DA

Our results can be juxtaposed with analogous results obtained in [13], whereby the
H-SAF H07 SSM retrieval product was assimilated into the hydrological model SCHEME in
the period June 2014–May 2016 using the EnKF. The main difference is that [13] only applied
a climatological bias correction depending on the grid cell and time step, and otherwise
directly updated SSM in SCHEME using SSM satellite retrievals instead of backscatter.
Table 6 below summarizes the statistical scores for the assimilation of the H-SAF SSM
retrieval product and the C-band backscatter signals over the common time period. The
comparison was performed for the backscatter EnKF experiment without perturbation bias
correction for SSM since, in [13], SSM is used without perturbation bias correction as well.

In the year June 2014–May 2015, the H07 DA presents higher errors when compared
to the reference simulation, which leads to a clearly lower NSE value. The bias of the
backscatter DA is consistently lower than both the reference and the H07 EnKF mean in all
cases. Overall, for the two-year period considered here, the backscatter DA is characterized
by lower errors and a higher NSE coefficient, underlining the potential of the method for
hydrological applications.

Table 6. Synoptic statistics for streamflow under H07 and backscatter data assimilation, Demer
catchment. The unit for bias and RMSE is mm/day.

B RMSE R NSE

1 June 2014–31 May 2015

Reference simulation −0.09 0.20 0.93 0.80
EnKF, backscatter DA 0.03 0.19 0.92 0.82
EnKF, H07 DA 0.10 0.22 0.92 0.76
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Table 6. Cont.

B RMSE R NSE

1 June 2015–31 May 2016

Reference simulation −0.11 0.20 0.94 0.84
EnKF, backscatter DA 0.04 0.17 0.95 0.89
EnKF, H07 DA 0.07 0.16 0.96 0.89

1 June 2014–31 May 2016

Reference simulation −0.10 0.20 0.93 0.82
EnKF, backscatter DA 0.04 0.18 0.93 0.86
EnKF, H07 DA 0.09 0.20 0.94 0.83

4.3. Remaining Bias Issues

Another factor to consider here is the nonlinear character of the SCHEME model and
its piece-wise continuity, given that the SSM value at each grid cell is directly related to
the generation of streamflow through a threshold exceedance. More precisely, if, during a
precipitation event, SSM exceeds its upper limit, then the surplus is used by the model to
compute contributions to the streamflow and infiltration to the lower soil layer. In the EnKF,
precipitation is perturbed. A precipitation value that is not able to produce streamflow can
reach, after the application of perturbations, higher values that are able to fill the upper soil
layer and exceed its capacity, leading to streamflow generation. Therefore, the EnKF itself,
by its own very nature, combined with the model non-linearity, introduces bias at the level
of streamflow in particular. In [13], a simple method used to address this issue has been
proposed. Due to the highly non-linear observation operator, the same method cannot be
applied in the present case, and developing an alternative is beyond the scope of this study.

5. Conclusions

This study presents the first ASCAT backscatter data assimilation (DA) system associ-
ated with the operational model SCHEME of the Royal Meteorological Institute of Belgium.
The data assimilation system shows a varying performance in terms of streamflow statistics
depending on the catchment, the time scale and the hydrological conditions. Over the avail-
able 5-year period, an improvement in the DA streamflow performance over a deterministic
simulation is observed only in the Ourthe catchment. The hydrological conditions play
an important role as well. In our EnKF implementation, very dry conditions degrade the
performance of the DA streamflow ensembles because the corresponding SSM ensembles
after the DA update never drop as low as the reference SSM SCHEME model run.

The main limitation of our system is in the generation of ensembles and in addressing
SSM biases associated with it. While the perturbation bias correction attempts to minimize
the SSM bias between a deterministic and ensemble simulation, it does not necessarily
improve the performance of the ensemble streamflow simulations with respect to the
observations. This suggests that the proposed bias correction method might not be optimal
or not blend well with our DA implementation. Other biases (cf. Section 4.3) certainly play
a role here. Future research should thus attempt to optimize the bias correction scheme.

Nevertheless, the negative effects of the ensemble perturbations do not limit the
assessment of the DA impact relative to the OL performance. The comparison between
the DA and the OL simulations gives insight into the potential value of assimilating
backscatter observations into the SCHEME model. The DA improves streamflow over the
OL simulations, whereas the DA improvement over the deterministic reference simulation
is not clear. Furthermore, the DA improvement over the OL is systematically visible over
the full time series in the Ourthe catchment. This study also demonstrated the advantage of
using backscatter DA over SSM retrieval DA for the performance of streamflow simulations.
These results further support the idea of pursuing backscatter DA, even for catchments
with a higher vegetation density, such as the Ourthe catchment.
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Finally, new perspectives for hydrological forecasting can be foreseen. We have
shown that the updated SSM after DA can be considerably different from the reference
simulation. Therefore, it would be very interesting to use updated SSM to generate new
initial conditions for hydrological forecasts. The study of this forecasting setup can be
combined with the optimization attempts mentioned previously to provide more insight
toward the potential of backscatter DA in hydrology.
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