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Abstract: Most of the world’s saline soils are found in arid or semiarid areas, where salinization is
becoming serious. Ground laboratory hyperspectral data (analytical spectral devices, ASD) as well
as spaceborne hyperspectral data, including Gaofen-5 (GF-5) and Huanjing-1A (HJ-1A), provide
convenient salinity monitoring. However, the difference among ASD, GF-5, and HJ-1A spectra in
salinity monitoring remains unclear. So, we used ASD, GF-5, and HJ-1A spectra as data sources in
Gaotai County of Hexi Corridor, which has been affected by salinization. For a more comprehensive
comparison of the three spectra datum, four kinds of band screening methods, including Pearson
correlation coefficient (PCC), principal component analysis (PCA), successive projections algorithm
(SPA), and random forest (RF) were used to reduce the dimension of hyperspectral data. Particle
swarm optimization (PSO) was used to improve the random initialization of weights and thresholds
of the back propagation neural network (BPNN) model. The results showed that root mean square
error (RMSE) and determination of the coefficients (R2) of models based on ASD and HJ-1A spectra
were basically similar. ASD spectra (RMSE = 4 mS·cm−1, R2 = 0.82) and HJ-1A (RMSE = 2.98 mS·cm−1,
R2 = 0.93) performed better than GF-5 spectra (RMSE = 6.45 mS·cm−1, R2 = 0.67) in some cases. The
good modelling result of HJ-1A and GF-5 data confirmed that spaceborne hyperspectral imagery has
great potential in salinity mapping. Then, we used HJ-1A and GF-5 hyperspectral imagery to map soil
salinity. The results of GF-5 and HJ-1A showed that extremely and highly saline soil mainly occurred
in grassland and the southern part of arable land in Gaotai County. Other lands mainly featured
non-saline and slightly saline soil. This can provide a reference for salinity monitoring research.

Keywords: drylands; GF-5; ASD; HJ-1A; soil salinity

1. Introduction

Soil salinization is a kind of land degradation that seriously threatens food security
and sustainable social development, including primary and secondary salinization [1,2].
The excessive salt in the soil is not conducive to the growth and development of plants,
reducing water absorption by roots [3]. Currently, 20% of the world’s irrigated area is
affected by soil salinization and waterlogging. This proportion will continue to increase
in the future [4]. Therefore, monitoring soil salinity with methods such as mathematical
models is necessary.

Linear models have limitations and are only suitable for cases with linear relationships
between parameters. In contrast, nonlinear machine learning models are more suitable
for cases with no linear relationship between parameters [5–8]. Fathizad et al. used a
random forest (RF) machine learning model to estimate soil salinity in the Yazd-Ardakan
Plain of Iran, and the accuracy of the model was optimal (R2 = 0.73) [9]. At present,
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a large number of studies use intelligent optimization algorithms to optimize machine
learning algorithms for better prediction, such as particle swarm optimization–extreme
learning machine (PSO-ELM) [10], particle swarm optimization–support vector machine
(PSO-SVM) [11,12], ant colony optimization–support vector machine (ACO-SVM) [13],
whale optimization algorithm–extreme learning machine (WOA-ELM) [14], particle swarm
optimization–Elman recurrent neural network (PSO-ERNN) [15], modified whale optimiza-
tion algorithm–artificial neural network (MWOA-ANN) [16], etc. Liu et al. proved that
the particle swarm optimization–back propagation neural network (PSO-BPNN) had the
most minor error compared with traditional BPNN [17]. In terms of soil salinization, there
are many studies using machine learning algorithms (e.g., BPNN, RF, ELM, etc.) [7,9,18],
but few studies using intelligent optimization algorithms (e.g., PSO, ACO, WOA, etc.) to
optimize machine learning algorithms [19].

Multispectral, hyperspectral, and microwave remote sensing on different platforms
are widely used in soil organic matter, phosphorus, salinity, and potassium [20,21]. Zhang
et al. and Taghadosi et al. proved that microwave remote sensing data with the advantage
of working in all weather and strong penetrability is conducive to the retrieval of soil
salinity [22,23]. Multispectral data with low spectral resolution and mixed pixels lacks
diagnostic spectra for predicting soil information, so spatial resolution and other auxiliary
information are essential for multispectral data. Ma et al. combined unmanned aerial vehi-
cle (UAV) multispectral images characterized by high spatial resolution with large-scale
Sentinel-2A data and then conducted an accurate inversion research of soil salt content
for China’s Kenli district [24]. Khanna et al. found that there was a loss of the ability to
detect vegetation stress with broader spectral bands [25]. Other studies have shown that
fine spectral resolution of hyperspectral data was beneficial for improving estimation accu-
racy [26,27]. Hyperspectral data (e.g., GF-5, ZY-1-02D, PRISMA, AVIRIS, EO-1 Hyperion
and HJ-1A, etc.) is increasingly widely used [28–34]. Hu et al. estimated field-scale soil
salinity using hyperspectral cameras mounted on a drone platform and obtained an ideal
result [30]. Hyperspectral data have characteristics of high spectral resolution and band
connection but information redundancy. Preprocessing the hyperspectral data can improve
inversion accuracy. Reducing the dimension of hyperspectral data is very important. The
fractional-order differential is another conducive method to mining details [35–37]. Wang
et al. found that the optimal inversion model for soil organic matter in China’s Aibi Lake
was gray relational analysis–back propagation neural network (GRA-BPNN) with 1.2 order
data source [38].

The process of salinization is mainly the accumulation of soluble salt carried by water.
Gaotai County of Hexi Corridor is located in the middle reaches of the Heihe River Basin,
where soil salinization is typical due to the relatively dry climate, intense evaporation,
and unreasonable farming–animal husbandry irrigation. This area is located in the arid
region of Northwest China. Research on soil salinization of Gaotai County is conducive
to preventing land degradation and protecting fragile ecological environments in Hexi
Corridor. Electrical conductivity (EC) is an important surrogate indicator of soil salinity and
there is a significant correlation between EC and soil salinity [39–41]. Currently, due to the
low cost of multispectral imagery and the difficult availability of hyperspectral datasets [42],
few studies have compared the feasibility of ground and spaceborne hyperspectral data
in soil salinity monitoring. In order to explore the applicability of ASD, GF-5, and HJ-1A
hyperspectral data in soil salinity monitoring and large-scale soil salinity mapping, this
research took Gaotai county in Hexi Corridor as the study area, and combined EC with
ASD, HJ-1A, and GF-5 data to establish the PSO-BPNN model. We also used four band
screening methods (PCC, PCA, SPA, and RF) to reduce the dimension of hyperspectral
data. Therefore, we finally established five models (e.g., PCC-PSO-BPNN, PCA-PSO-BPNN,
SPA-PSO-BPNN, RF-PSO-BPNN, and PSO-BPNN without band screening method) for each
kind of spectra. The primary purpose is to provide a reference for soil salinity monitoring
and management in the study area.
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2. Study Area and Method
2.1. Study Area

Located in the middle reaches of the Heihe River Basin, Gaotai is an important county
in Zhangye City, Gansu Province. The geographical location of Gaotai County is between
98◦57′27′′–100◦06′42′′E and 39◦03′50′′–39◦59′52′′N. The terrain is low in the middle areas
and high in the north and south areas. It is adjacent to Heli Mountain in the north and
Qilian Mountain in the south. The Heihe River flows through its central area (Figure 1).
The region has a typical temperate continental climate, with a cold and dry winter as
well as a hot and slightly rainy summer. The average annual precipitation is small, and
the temperature in summer is relatively high, so the evaporation is large (Figure 1). The
arid climate leads to increasingly serious soil salinization, which threatens the further
development of the primary industry. The ecological environment of this area is fragile,
and thus the prevention and control of soil salinization are imminent.
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2.2. Field Sampling and Spectra Process
2.2.1. Field Sampling

In this study, the land surface environment and traffic accessibility in the study area
were comprehensively considered. Samples were evenly arranged, and three topsoil
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sub-samples (0–10 cm) were collected at each sample using the three-point sampling
method [42]. We determined the typical distribution area of saline soil through large-scale
field investigation and selected soil samples representing different types of saline soil. Fifty
samples were collected during 22–30 September 2020. Soil samples were naturally air-dried,
and plant residues were removed. After that, all samples were finely ground and processed
with a sieve whose pore size was 1 mm. Each soil sample was divided into two parts,
which were used for ASD laboratory spectra and chemical composition measurement,
respectively. The EC was measured with a LEICI conductivity meter (Version DDS-307A,
INESA Scientific Instrument Co., Ltd., Shanghai, China).

2.2.2. Laboratory Spectra Process Using Analytical Spectral Devices (ASD, USA)

In this study, the ASD FieldSpec 4 spectrometer with a wavelength range of
350–2500 nm and a resampling interval of 1 nm was used. Then, we finished the lab-
oratory spectra measurement in a darkroom environment to obtain the ASD spectra. We
first placed the sieved soil sample in a dark vessel (diameter = 20 cm, depth = 2 cm) and
scraped the surface with a plastic blade (Figure 2). Then a 70 W halogen lamp was used
as the light source. The distance between the light source and the soil was 50 cm, and the
zenith angle was 15◦. The probe was 10 cm away from the soil sample. A whiteboard
was used for calibration before each measurement to eliminate the interference of dark
current [51–55]. A total of twenty spectral curves were collected from four mutually per-
pendicular directions, and the average value was taken as the hyperspectral reflectance
of the sample. To remove noise interference, we first removed bands (350–399 nm and
2401–2500 nm) located at a low signal-to-noise ratio (SNR) and then performed Savitzky–
Golay filter transformation on hyperspectral reflectance data in the Unscrambler® X (Ver-
sion 10.4, CAMO company, Oslo, Norway) [56].
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2.2.3. GF-5 and HJ-1A Hyperspectral Imagery Process

Gaotai County of Hexi Corridor is located in the arid region of Northwest China.
Considering the arid climate, small population density, minor surface environment change
in the arid region of Northwest China, and data availability, this study used four GF-5
images accepted from 9 December 2019 to 22 January 2020 as the data source, with a swath
of 60 km, a spatial resolution of 30 m, a spectral range of 400–2500 nm, and a spectral
resolution of 5 nm in the visible near-infrared (VNIR) spectra and 10 nm in the short-wave
infrared (SWIR) spectra. In addition, we also used nine HJ-1A images from 12 January 2018
to 21 December 2021, with a swath of 50 km, a spatial resolution of 100 m, and a spectral
range of 450–950 nm (Figure 3).
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In this study, PIE-Hyp software (Version 6.3, Piesat Information Technology Co., Ltd.,
Beijing, China) was used to preprocess 330 bands of GF-5 data (150 bands in the visible
near-infrared range and 180 bands in the short-wave infrared range). The GF-5 data was
downloaded from http://gaofenplatform.com/channels/4.html (accessed on 16 January
2022). First of all, it was necessary to remove the water vapour absorption bands (a total of
25 bands in two ranges: 43rd–50th band and 96th–112th band) and exclude bands in the
overlapping part of the visible band and short-wave infrared band (the first four bands
of the short-wave infrared band in the overlapping part). The software and instruction
for hyperspectral image processing were downloaded from the software’s official website
(https://www.piesat.cn/node/154, accessed on 20 March 2022). As a result, we outputted
301 bands. Then we removed vertical stripes and performed radiometric, atmospheric, and
geometric correction on GF-5 data.

http://gaofenplatform.com/channels/4.html
https://www.piesat.cn/node/154
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HJ-1A satellite hyperspectral imaging radiometer (HSI) data is a level-2 product that
has undergone radiometric correction and system geometric correction. The data used in
this study were downloaded from http://36.112.130.153:7777/DSSPlatform/productSearch.
html (accessed on 22 January 2022). In this study, the HJ-1A/B Tools were used to import
data, and the Convert Data Tool was used to convert the downloaded hyperspectral data
into Band Interleaved by Pixel (BIP). The research directly removed the first twenty bands
with severe noise and then used the Replace Bad Lines Tool to repair bad lines in the image,
and used the Global Stripping Method and the Rotate/Flip Data Tool in the ENVI (Version
5.1, Exelis Visual Information Solutions Company, CA, USA) software to remove stripes.
In ENVI, the FLAASH atmospheric correction method was used to process data, and the
Select GCP: Image to Image Tool of ENVI was used to complete the geometric correction
with Landsat 8 and shuttle radar topography mission (SRTM) DEM data [57,58].

To eliminate the influence of noise, this study performed Savitzky–Golay filter trans-
formation on the GF-5 and HJ-1A hyperspectral reflectance data in the Unscrambler® X
(Version 10.4, CAMO company, Oslo, Norway) [56].

2.3. Model Establishment and Verification

The Kennard–Stone algorithm was used to select the calibration dataset and validation
dataset [59]. From other studies, we can understand that the number of soil samples
depends on the area of the study region [55,60], so among the 50 soil samples, 33 samples
were used as the calibration dataset, and 17 samples were used as the validation dataset.
The soil salinity inversion model used in this study was PSO-BPNN. The PSO algorithm
code was derived from the book of Bao et al. [61]. The BPNN algorithm code was derived
from neural network code in the book of Wang et al. [50–62]. PSO was used to optimize
initial weights and thresholds of BPNN to accelerate the network convergence speed and
avoid falling into local minima [63]. BPNN consists of an input layer, a hidden layer, and
an output layer, and the total network error is controlled by adjusting weights [17]. In this
study, the number of input layer nodes was determined by the dimension of input data
(Table 1). The dimension of output data determined the number of output layer nodes.
The number of hidden layer nodes was 10. The population size of PSO was 20. Band
screening methods included PCC, PCA, SPA, and RF (Figure 4). The PCC for this study
was performed in SPSS 23. PCA and RF were performed in PyCharm 2021.2.1 by using
Python programming language (Version 3.6, Python Software Foundation, Wilmington,
DE, USA). SPA and PSO-BPNN were finished in MATLAB (Version R2017a, MathWorks
Inc., Natick, MA, USA).

Table 1. The parameters of the PSO-BPNN.

Parameter Value

Transfer functions for hidden layer Logsig
Transfer function for output layer Purelin

Training function Traingdx
Neural network creation function Newff

Learning rate 0.01
Maximum epochs 1000
Performance goal 0.00001
Population size 20

Number of input layer node The dimension of the input data
Number of hidden layer node 10
Number of output layer node The dimension of the output data

http://36.112.130.153:7777/DSSPlatform/productSearch.html
http://36.112.130.153:7777/DSSPlatform/productSearch.html
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In this study, the root mean square error (RMSE) and determination of coefficients
(R2) were used to verify the model’s ability to predict EC. R2 is proportional to the sim-
ulation accuracy of models and indicates the stability of models. The RMSE is inversely
proportional to the simulation accuracy of models [64].

3. Results
3.1. Descriptive Statistics of EC

The maximum, minimum, mean, median, and standard deviation (SD) of EC of all
datasets were between those of calibration datasets and validation datasets, indicating that
the calibration datasets could be used to establish the salinity prediction model (Table 2).
The coefficient of variation (CV) of all datasets, calibration datasets, and validation datasets
was large, indicating that the EC of all soil samples varied greatly.

Table 2. Descriptive statistics of EC of soil samples collected in the study area.

Data Sample
Numbers

Maximum
(mS·cm−1)

Minimum
(mS·cm−1)

Mean
(mS·cm−1)

Median
(mS·cm−1)

SD
(mS·cm−1) CV (%)

All Datasets 50 57.40 0.05 4.77 1.09 10.54 221
Calibration Datasets 33 57.40 0.06 5.57 1.10 12.02 216
Validation Datasets 17 28.60 0.05 3.23 0.40 6.87 212

3.2. Hyperspectral Curve of Soil Samples

The slope of the ASD spectra curve in the range of 400–600 nm was high, and the
reflectance increased sharply. The slope of the curve in the range of 600–1900 nm was
stable. The slope of the curve in the range of 2100–2400 nm tended to decrease. Obviously,
this study’s hyperspectral reflectance curve was wavy [65]. Most soil samples in the study
area had water absorption valleys at approximately 1400, 1950, and 2350 nm, which were
related to hydroxide ion groups in the soil (Figure 5). In this study, the hyperspectral
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reflectance of the extremely saline soil was much higher than that of other saline soils.
Except for extremely saline soil, the difference in the hyperspectral reflectance of samples
corresponding to different EC was small in this study. Possibly affected by hygroscopic
water, the moderately and highly saline soils did not exhibit high reflectance. Therefore,
this study used a nonlinear machine-learning algorithm to invert soil salinity.
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EC values (the number in parentheses was the sample size, and the classification standard of saline
soil referred to the research of Ivushkin et al. [66]. The deleted bad bands of GF-5 were seriously
influenced by water).

The spatial resolution of the GF-5 hyperspectral imagery is 30 m. There might be
vegetation inside the pixels of the soil sample. So, the spectral reflectance curve of soil samples
was affected by vegetation in the mixed pixels. The 400–450 nm and 650–700 nm bands are
chlorophyll absorption bands, and vegetation has a strong reflection in the 750–1300 nm bands.
Water absorption significantly affected these bands of GF-5 data at approximately 1400 and
1950 nm, so they were deleted in this study. The GF-5 reflectance of extremely, highly, and
moderately saline soil was basically higher than that of slightly saline soil and non-saline soil.

The fluctuation trend of the spectral reflectance curve of HJ-1A was similar to that
of GF-5, but there was basically a positive correlation between HJ-1A and EC. With the
increase of EC, the fluctuation of spectral reflectance increased.

In conclusion, the reflectance of extremely saline soil of ASD, GF-5, and HJ-1A was the
highest. Compared with the reflectance curve of HJ-1A, the sample’s reflectance curve of
GF-5 has relatively typical vegetation characteristics. This might have an impact on salinity
inversion modeling in this study.
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3.3. The Results of Four Band Screening Methods

In this study, all bands of ASD, GF-5, and HJ-1A that passed the significance test at
0.05 level were selected to build a soil salinity prediction model. Visible bands of ASD and
HJ-1A spectra had a high correlation with EC, which showed that these bands had more
soil-EC-sensitive information than GF-5 (Figure 6). The correlation between the visible band
of GF-5 and EC was slightly lower than that of ASD and HJ-1A. The correlation between EC
and the short-wave infrared band of GF-5 was higher than other bands. The correlation of
GF-5 and HJ-1A spaceborne spectra with EC was relatively lower than that of ASD laboratory
spectra, while that of GF-5 was similar to HJ-1A in general. The 2200–2650 nm bands can
be used to distinguish soil texture, and soil moisture is more sensitive in 1450 and 1950 nm
bands. Therefore, soil moisture can be estimated with near-infrared bands, while visible and
near-infrared bands are sensitive to organic matter. Bands of 620 nm and 900 nm are sensitive
to iron in the soil. So, the sensitive bands of saline soil are mainly in the range of 400–2500 nm.
According to the spectral reflectance curve (Figure 6), we could find that GF-5 hyperspectral
data used in this study was affected by vegetation on the soil surface, so the correlation
between the reflectance of visible bands and saline soil was low, which might affect the
accuracy of salinity monitoring model. The spatial resolution of GF-5 and HJ-1A is 30 m and
100 m, respectively. This study used a three-point sampling method, and the probability that
one sample’s three sub-samples are located in one pixel with 30 m resolution is significantly
lower than that with 100 m resolution. In this study, an ASD handheld spectrometer was
used to measure the spectral reflectance of three sub-samples, which could ensure a relatively
higher correlation between spectral reflectance and EC.
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Figure 6. The Pearson correlation coefficient between EC and reflectance of ASD (a), GF-5 (b), and
HJ-1A (c) spectra.

In the aspect of PCA, RF, and SPA, the three spectra datum in this study were treated
in the same way. We set the number of principal components after dimension reduction for
PCA to thirty. Principal components are linear combinations of all bands, independent of each
other, but retain the main spectral information of the original bands. The bands corresponding
to the top thirty importance calculated by the RF algorithm were selected for modeling in this
study. The bands of HJ-1A spectra selected by RF algorithm were mainly located in the visible
near-infrared band, while those of ASD were mainly located at 1800–2100 nm, indicating
that these bands contain relatively rich spectral information (Figure 7). The bands of GF-5
screened by the RF did not show regular distribution characteristics. Most bands of GF-5
and HJ-1A spectra screened by SPA were located at 400–600 nm, while those of ASD were
located at 1500–2100 nm. Considering the results of the four band screening methods, we
could conclude that bands sensitive to soil salinity were mainly concentrated at the beginning
and end of 400–2500 nm.
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3.4. PSO-BPNN Modeling Results Based on Different Band Screening Methods

The modeling results of four band screening methods of ASD, HJ-1A, and GF-5 spectra
were quite different. Overall, the best band screening method for ASD and GF-5 spectra was
PCC, and the worst was SPA (Figure 8). The best band screening method of HJ-1A spectra
was RF, and the worst was SPA. The model based on the PCC band screening method had
the most stable performance, in general. The mean values of all model validation indicators
of ASD and HJ-1A spectra were similar. The result of HJ-1A spectra was relatively better
than that of GF-5 spectra in the salinity monitoring, which might be due to the influence of
vegetation as well as the mismatch between sub-samples of one sample and pixel in GF-5
imagery. The good result of GF-5 and HJ-1A proved the potential and feasibility of these
spectra to map soil salinity.
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(c2) R2) spectra. ‘ALL’ in this figure represents all bands.
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The PSO-BPNN that had the best simulation accuracy for ASD spectra was based on
bands selected by PCC, whose RMSE and R2 were 4.00 mS·cm−1 and 0.82, respectively.
The model that had the best simulation accuracy for HJ-1A spectra was based on all bands
without band screening method, the RMSE and R2 of which were 2.98 mS·cm−1 and 0.93,
respectively. The model that had the best simulation accuracy for GF-5 spectra was based
on bands selected by PCC, and its RMSE and R2 were 6.45 mS·cm−1 and 0.67, respectively
(Figure 9). These indicated that PCC was the most suitable and robust band screening
method for PSO-BPNN to predict EC in the study area and that the prediction accuracy of
the model was basically improved after dimension reduction by using the band screening
method in most cases.
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3.5. Distribution of Saline Soil in Gaotai County

It was found that the performance of PCC-PSO-BPNN was best for GF-5 spectra.
Therefore, the PCC-PSO-BPNN model was used to map the soil salinity distribution in the
study area with GF-5 spectra. When all bands of HJ-1A were used to build the PSO-BPNN
model, the salinity monitoring result was the best. So, we used the PSO-BPNN model with
all bands of HJ-1A spectra to map soil salinity distribution. We inputted GF-5 and HJ-1A
remote sensing images into the optimal model saved in the MATLAB platform to obtain
the distribution map of soil salinity.

From the result, we could verify that the signal-to-noise ratio and spatial resolution
of GF-5 were better than that of HJ-1A. The detailed spectral information of GF-5 spectra
was more abundant than that of HJ-1A (Figure 10). Yin et al. proved that GF-5 spectra
with a high spectral resolution, good signal-to-noise ratio, and wide swath coverage could
provide convenience for quick and large-scale soil salinity monitoring [67]. However, the
simulation accuracy of the PSO-BPNN model based on HJ-1A was relatively higher than
that of GF-5, with a better signal-to-noise ratio, which indicated that PSO-BPNN had a
strong ability to deal with noise.
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Figure 10. Land use map (a) and soil salinity distribution map based on GF-5 (b) and HJ-1A (c) spectra
in the study area (the land use data was downloaded from https://www.resdc.cn/Default. aspx
(accessed on 30 January 2022) and the classification standard of saline soil referred to the research of
Ivushkin et al. [66]). The masked area included construction land, desert, Gobi and other unused land.

The distribution of saline soil predicted by GF-5 and HJ-1A was similar (Figure 10).
The results of HJ-1A showed that most arable lands were moderately, highly, and extremely
saline soil. The map derived from GF-5 indicated that most arable lands were highly and
extremely saline soil. The prediction results of these two spaceborne hyperspectral data
showed that the saline soil in arable land was distributed in patches, mainly in the south of
arable land. The northwest grassland in Gaotai County was basically extremely saline soil.
Some grasslands in southwest Gaotai County were highly and extremely saline soil. The
other unmasked land in Gaotai County belonged to non-saline and slightly saline soil.

https://www.resdc.cn/Default
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4. Discussion
4.1. Comparative Analysis of Different Data Sources

The performance of models established by ASD, HJ-1A, and GF-5 spectra in this study
was relatively good, and models of ASD and HJ-1A spectra performed better than those of
the GF-5 spectra. Other studies obtained similar results. Yin et al. used ASD laboratory
spectra as well as GF-5 spectra to predict soil copper content with a piecewise partial least
square regression (P-PLSR) model, and found that the inversion accuracy of the former
was slightly better than that of the latter [67]. Hong et al. reached a similar result [68].
The spectral reflectance curve indicated that soil samples of this study in GF-5 imagery
were affected by vegetation. The GF-5 spectral reflectance curve of samples has relatively
obvious vegetation characteristics. In addition, the spatial resolution of HJ-1A and GF-5
hyperspectral imagery is 100 m and 30 m, respectively. We used a three-point sampling
method in this study, which might affect the matching degree between one sample’s three
sub-samples and pixel of spaceborne HJ-1A and GF-5 hyperspectral imagery, thus affecting
the performance of models.

At present, many studies have carried out comparative analyses of data sources with
different spectral and spatial resolutions. Hyperspectral data characterized by large data
volume and multicollinearity usually contains three types of spectral data: effective data,
redundant data, and non-informative data [69]. Lu et al. compared the performance of
multispectral and hyperspectral images in estimating the chlorophyll content of vegetation
and found that the predictive ability of the hyperspectral image was slightly better than
that of the multispectral image, but its redundant bands could not significantly improve
the model performance [70]. Therefore, we used PCC, RF, SPA, and PCA to reduce the
dimension of hyperspectral data and found that the accuracy of the model coupled with
the band screening method was improved. Hong et al. used continuous wavelet trans-
form (CWT) and competitive adaptive reweighted sampling (CARS) to screen airborne
hyperspectral imagery and ASD spectra, and used the RF algorithm to predict soil organic
carbon, and found that the ASD spectra had a better result than airborne hyperspectral
imagery (Table 3) [68]. Wang et al. established a soil salinity estimation model based on
hyperspectral data and multispectral data, and found that the hyperspectral model was
slightly better than the multispectral model [71]. However, Shruti Khanna et al. compared
three multispectral satellite sensors (WorldView2, RapidEye, and Landsat EMT+) with the
aerial hyperspectral AVIRIS sensor and found that spectral resolution was not as strong as
the spatial resolution in improving the detection and mapping of oil-impacted wetlands,
suggesting that broadband data with high spatial resolution might be sufficient to detect
oil-impacted wetlands [23]. Therefore, in the future, we may use multispectral data with a
higher spatial resolution to carry out comparative research.

Table 3. The comparison of results with different data sources among other research.

Study Area Data Source Algorithm R2 RMSE References

The northwest of Zhongtiao
Mountain in Shanxi Province, China

GF-5 spectra P-PLSR 0.60 80.78 mg/kg
[67]Laboratory hyperspectral data P-PLSR 0.77 24.43 mg/kg

Southern Ontario, Canada

A hyperspectral image on a
manned helicopter RF 0.85 12 µg/cm2

[70]
A modified camera-based

three-band image RF 0.43 24 µg/cm2

A RedEdge sensor-based
five-band image RF 0.82 13 µg/cm2

Southeastern Iowa, the United States
Laboratory hyperspectral data RF 0.81 0.18%

[68]Airborne hyperspectral data RF 0.49 0.30%

Ebinur Lake Wetland National
Nature Reserve (ELWNNR), China

Field hyperspectral data Bootstrap-BPNN 0.76 6.97 g/kg
[71]HJ-B CCD Bootstrap-BPNN 0.86 5.72 g/kg

Landsat OLI Bootstrap-BPNN 0.65 5.42 g/kg
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4.2. Spatial Distribution Mapping of Soil Salinity

Remote sensing technology has been widely used in soil salinity prediction for a long
time [66]. Both indoor and field spectra can only provide point-to-point data and are not
suitable for continuous prediction and mapping of the soil content [72,73]. Many studies
have used measurement results of field samples to study the distribution of saline soil,
while few have upscaled the estimation models to airborne or spaceborne imagery [74].
Spaceborne hyperspectral sensors with higher spectral resolution have increased the poten-
tial for the prediction of soil content [75]. However, due to the differences in the surface
environment in different regions, there is no widely applicable soil salinity monitoring
model, and the existing research is mainly based on the local scale [76–78]. Gaotai County,
in the middle reaches of the Heihe River basin, is a typical salinization area in the Hexi
Corridor. We obtained relatively good salinity monitoring results in Gaotai County when
using spaceborne satellite hyperspectral data to predict soil salinity, which indicated that
HJ-1A and GF-5 might be suitable for soil salinity mapping in this area in the future.

4.3. Analysis of the Sensitive Bands of Soil Salinization

This study showed that bands of hyperspectral data had a large amount of informa-
tion sensitive to soil salinity at the beginning and end of 400–2500 nm bands. Wang et al.
proved that soil salt content had high correlations with bands at the beginning and final
wavelengths and had low coefficients with bands in the middle wavelengths of laboratory
hyperspectral reflectance data (400–2500 nm) (Figure 11) [51]. The laboratory hyperspectral
band at 2257 nm among bands from 400 to 2500 nm showed the highest correlation with
EC [5]. The other remote sensing imagery had a similar result. Wang et al. proved that
bands 1–4 of Landsat 8 OLI and Sentinel-2 MSI had a good correlation with soil salin-
ity, while the latter was more sensitive to soil salinity than the former [79]. Zhou et al.
found that all bands of Sentinel-2A multispectral remote sensing images were not re-
lated to soil salinity, and the highest correlation was 0.24 [80], which might be caused by
the complexity of soil structure and surface environment. However, in another study,
the reflectance data of all bands of Sentinel-2A data exhibited a positive correlation
with soil salt content; band 2 (490 nm), band 8 (842 nm), band 8a (865 nm), band 11
(1610 nm), and band 12 (2190 nm) were significantly correlated with soil salt content [81].
Band 2 and band 12 were located at the head and tail of 400–2500 nm. This was basically
consistent with the conclusion of our study.

4.4. Applicability of Machine Learning Algorithms

In this study, we built a PSO-BPNN model based on PCC, PCA, SPA, and RF, and
obtained optimal results. The simulation accuracy of the PSO-BPNN model, whose data
source was HJ-1A, was higher than the model based on GF-5 with good spatial resolution
and signal-to-noise ratio, which indicated that PSO-BPNN had a strong ability to deal with
noise. Other studies based on machine learning methods had similar results [82–84] (Table 4).
Wei et al. proposed the particle swarm optimization–support vector machine regression
(PSO-SVR) and PSO-BPNN models to study soil salinity and found that the prediction
accuracy of PSO-BPNN and PSO-SVR was better than that of BPNN and SVR [19]. Fu et al.
built a particle swarm optimization–probability neural network (PSO-PNN) model to study
soil salt content and proved that this model had excellent predictive power [85].
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Table 4. The comparison of inversion accuracy of algorithms among different studies.

Algorithm Validation Indicators References

BPNN R2 = 0.54, RMSE = 1.45 g/kg

[19]SVR R2 = 0.53, RMSE = 1.25 g/kg
PSO-BPNN R2 = 0.78, RMSE = 3.67 g/kg
PSO-SVR R2 = 0.73, RMSE = 1.47 g/kg

GA-SVM Precision = 76.09%, Recall = 87.50%
[83]PSO-SVM Precision = 76.09%, Recall = 87.50%

CS-PSO-SVM Precision = 81.82%, Recall = 90.00%

BPNN R2 = 0.39, relative root mean square error (RRMSE) = 34.05% [82]
PSO-BPNN R2 = 0.76, RRMSE = 12.04%

WOA-SVM Precision = 1.00, Recall = 1.00
[84]SVM Precision = 0.63, Recall = 1.00

5. Conclusions

Soil salinization problems occur in many arid regions around the world. A large
number of studies focus on ground hyperspectral or spaceborne multispectral data, and few
studies compare the spaceborne hyperspectral image and ground hyperspectral data in soil
salinity monitoring. Therefore, we chose Gaotai County of Hexi Corridor in Northwestern
China as the study area. Soil salinity inversion models (PCC-PSO-BPNN, PCA-PSO-BPNN,
SPA-PSO-BPNN, RF-PSO-BPNN, and PSO-BPNN without band screening method) were
established to compare the applicability of ASD, HJ-1A, and GF-5 spectra in soil salinity
monitoring, and carry out the study of the distribution of different saline soils. The
initial weights and thresholds of the BPNN algorithm are random, and the PSO algorithm
improves this shortcoming.

The band screening methods in this study showed that bands at the beginning and end
of 400–2500 nm had a higher correlation with EC, and have more sensitive soil information.
In general, the overall performance of PCC-PSO-BPNN was more stable and robust. The
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band screening method might improve the accuracy of the model. The mean results of
models for HJ-1A spectra were relatively better than those for the GF-5 spectra, with good
spatial resolution and signal-to-noise ratio. This indicated that PSO-BPNN could effectively
deal with noise. The different matching degree between one sample’s three sub-samples
and pixels of GF-5 and HJ-1A imagery might be another reason for the result. The soil
reflectance curve showed that GF-5 might be influenced by vegetation. The probability that
one sample’s three sub-samples were located in a pixel with a resolution of 30 m (GF-5)
was much lower than that in a pixel with a resolution of 100 m (HJ-1A).

The soil salinity distribution map based on HJ-1A and GF-5 showed that the extremely
and highly saline soil in Gaotai County was mainly distributed in grassland and arable
land. Other unmasked lands mainly featured non-saline and slightly saline soil. This study
analyzed the difference in the ability of soil salinity prediction among GF-5, ASD, and
HJ-1A spectra, and did not study different multispectral data sources, which will be studied
in future research.
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