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Abstract: Singe-beacon localization technology can help Autonomous Underwater Vehicles (AUVs)
to obtain precise positions by deploying only one beacon. It is considered as a promising way, bene-
fiting from saving much time and labor compared with traditional Long-Baseline Localization (LBL).
A typical single-beacon localization scheme contains two essential questions: the initial observability
problem and long-endurance trajectory tracking problem. Aiming at these core problems, a compre-
hensive solution for single-beacon localization is described in this paper. An multi-hypothesis initial
position discriminant method is proposed firstly, which helps to achieve accurate initial location based
on observability analysis. Then, an Adaptive Network Fuzzy Inference System (ANFIS)-improved
Extended Kalman Filter (EKF) method is proposed, in which single-beacon measuring information
is fused with off-the-shelf sensors, including DVL, Compass, etc. ANFIS-EKF can help to improve
trajectory tracking precisions by restraining the heavy loss of linearization in conventional EKF. Both
simulation and field tests are conducted to verify the performance of the proposed algorithms.

Keywords: single-beacon localization; EKF; ANFIS; AUV; observability analysis

1. Introduction

In recent years, AUV has been widely used in underwater operations benefiting from
that it can execute underwater diversified tasks more conveniently to meet the needs of
underwater technology advances. During underwater missions, precise location infor-
mation of AUV is one of the most essential elements of ocean operations, including data
observation, target tracking, etc. Due to the rapid decay of wireless signals in underwater
environments, Global Navigation Satellite Systems (GNSSs) are disabled, especially in
deep sea areas [1]. Hence, various underwater acoustic positioning technologies have been
investigated for underwater localization. There are two common underwater acoustic
positioning systems, including Long Baseline (LBL) and Ultra-short Baseline (USBL) posi-
tioning systems in actual operations. The operating range of USBL is always much closer
than LBL; therefore, the LBL system is usually utilized for prolonged and long-distance
missions. However, four beacons at least should be deployed and calibrated in advance in
conventional LBL positioning systems. Considering saving the consumption of time and
labor, an underwater single-beacon localization method is developed for AUV localization.

Single-beacon localization has attracted more and more attention recently on account
of that it utilizes only one beacon’s ranging information to calculate the location of AUVs,
with the help of velocity information from Doppler Velocity Log (DVL), heading informa-
tion from compasses, etc. A single-beacon localization scheme was proposed firstly by A. P.
Scherbatyuk in 1995 [2]. Then, multiple localization methods assisted by single beacons
have been studied further, and their application scenarios are also more extensive. Filtering
estimation methods are the most common solutions for single-beacon localization, which
adopts previous state information to estimate current state information. J. Vaganay et al.
designed a Least Square (LS) and EKF method to obtain initial location and to predict under-
water vehicle position [3]. The literature in [4] proposes a sum of Gaussian single-beacon
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range-only localization schemes, which combine EKF and Particle Filter (PF) to estimate
unknown state. A KF-based double-integrator system is designed with augmented state
in [5]. The literature in [6] adopts a novel KF method to estimate location by adding sound
velocity into a state variable. For single-beacon tracking divergence problems, an adaptive
KF-based single-beacon tracking algorithm is proposed in [7]. A water velocity bias esti-
mator based on EKF and PF is proposed to enhance localization accuracy further in [8].
An expectation maximization method is used to estimate the unknown effective sound
velocity by treating it as a model parameter in [9], which adopts KF for position estimation.
A new EKF method including Inertial Measurement Unit (IMU) bias estimation is applied
in [10]. The literature in [11] fuses the Rauch–Tung–Striebel smoother into EKF, and a linear
time-varying single-beacon navigation model is used to enhance KF performance in [12].
In addition to filtering estimation methods, there are many other methods that can be used
for single-beacon localization, such as modified LS [13,14], Cayley–Menger determinant
configuration [15], the second-order time difference of arrival model [16], the phase dif-
ference coordinate solution equation [17], and virtual LBL [18–20]. In addition, PF can
also be used solely to track an underwater target from a maneuver surface vehicle, but the
computation complexity is much greater than EKF [21]. Although the filtering estimation
method has been proved to work well in single-beacon localization from previous studies,
the majority of studies only focus on improvement of localization performance ignoring the
initial observability and initial location problems. Additionally, fast-growing deep learning
methods have been proved to play a significant role in optimizing algorithms, which is con-
sidered a promising way to solve underwater localization problems. The literature in [22]
proposes a novel underwater localization method by combining Radial Basis Function
(RBF) and Error-state Kalman Filter (ESKF). A Recurrent Neural Network (RNN) and EKF
joint algorithm is proposed in [23]. In both of these two methods, an intelligent network
is adopted to correct filtering errors. Moreover, a supervised-learning-based adaptive
tuning scheme to select the proper INS step size is designed in [24]. However, to the best
of the authors’ knowledge, there are few deep learning methods applied in single-beacon
localization technology suitably till now. ANFIS combines the adaptive network and fuzzy
inference system organically, which has been applied in various fields [25]. Benefiting from
fast convergence rate, strong fitting and prediction ability, and stable mapping relation-
ships [26,27], in our view, ANFIS owns significant potential in single-beacon localization
technology. Hence, this paper aims to design a complete improved algorithm by combing
filtering estimator and ANFIS for single-beacon localization, which considers both the
initial observability problem and long-endurance trajectory tracking problem adequately.

The contributions of this paper are shown as follows. A comprehensive solution is
designed for AUV localization with the aid of a single beacon. Firstly, the observability
analysis of single-beacon localization is conducted, which lays a foundation for whether a
certain single-beacon localization method can be used in a nonlinear positioning process.
Then, a Multi-hypothesis Initial Position Discriminant (MHIPD) method is put forward to
estimate the initial position of the AUV, which helps to overcome the inherent shortage that
only one series of acoustic ranging information can be used from a single beacon. Eventually,
an improved Extended Kalman Filter (EKF) algorithm based on an Adaptive Network
Fuzzy Inference System (ANFIS) is proposed for underwater single-beacon localization.
The proposed ANFIS-EKF scheme can help to maintain high-precision trajectory tracking
in long-endurance operations of AUVs.

The rest of this paper is organized as follows. Section 2 introduces the framework of a
single-beacon localization system, presents the observability analysis method, and describes
proposed initial position discriminant and trajectory tracking algorithms minutely. In
Section 3, the performances of the proposed MHIPD and ANFIS-EKF methods are analyzed
by simulations and experiments successively. Finally, conclusions are given in Section 4.



Remote Sens. 2022, 14, 5281 3 of 20

2. Methods
2.1. Framework of Single-Beacon Localization System

A single-beacon localization system depends on transmission delay measuring of an
acoustic signal to estimate ranging information between AUV and a single beacon. In
single-beacon-based AUV localization, the AUV updates its position estimation by fusing
velocity information and ranging information. Figure 1 shows a framework of a typical
single-beacon localization system, in which a single beacon is deployed at the bottom of
the sea. From Figure 1, it is clear that on one hand, this single-beacon localization system
is much simpler compared with LBL, which contributes an obvious advantage of less
deployment cost; on the other hand, the seafloor single beacon can help AUVs to avoid
rising to the sea surface for position calibration in long-endurance operations in deep sea.
Hence, seafloor single beacons can improve the concealment of AUVs compared with an
autonomous surface vehicle or buoy.

Single Beacon

Ranging

Figure 1. Illustration of framework of single-beacon localization.

In the framework of single-beacon localization, AUVs always move in deep sea
environments when performing long-distance operations. To realize AUV state estimation,
various off-the-shelf sensors are employed, including DVL, compasses, pressure sensors,
etc., which can provide velocity, heading, and depth information, respectively. Due to
depth information generally being able to be accurately measured by pressure sensor, a two-
dimension environment is considered in the following section of this paper. In this paper,
there are no explicit requirements for performance of DVL and compasses. Admittedly,
when the precision of DVL and compasses are better, the localization performance is better.
During the experiment, DVL and compasses are considered to satisfy the localization
operation precision, which can be used directly without preprocessing. Additionally, sound
velocity is considered as a constant in this paper for convenience.

2.2. Observability Analysis

The purpose of observability analysis is to verify whether and when the single-beacon
localization method can be used suitably for AUV. Generally, a system is considered to
be observable when the state of the system can be uniquely determined in finite time
from its inputs. In other words, observability is used to verify whether information from
measured variables is sufficient to estimate the state. Due to underwater localization
systems being mostly nonlinear, a Lie derivative observability analysis method for single-
beacon localization is conducted.

A typical nonlinear system can be described as

x(t) = f (x(t), u(t)), x(t0) = x0

y(t) = h(x(t))
(1)
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where x ∈ RN , u ∈ RQ, andy ∈ RM present states, inputs, and outputs, respectively. t
indicates time slot. Aiming to analyze observability, an observability matrix is designed
based on Lie derivatives, which is defined as shown in Equation (2).

L0
f (hj) = hj

L1
f (hj) = 5hj · f =

N

∑
i=1

∂hj

∂xi
· fi

...

Ll
f (hj) = 5[Ll−1

f (hj)] · f

(2)

Hence, we can obtain the observability matrix, shown as Equation (3)

O =


5L0

f (h1) · · · 5L0
f (hm)

5L1
f (h1) · · · 5L1

f (hm)
...

. . .
...

5Ln−1
f (h1) · · · 5Ln−1

f (hm)

 (3)

where La
f (hj) represents the a order Lie derivatives for j ∈ 1, . . . , m, and 5 denotes the

gradient operator.
According to the feature of the Lie derivative, a nonlinear system is considered to be

locally weakly observable when its observability matrix owns full rank. Based on the above
theory, the observability analysis of single-beacon localization is shown as follows.

The state variable of the single-beacon localization system is defined as x = [x, y]T,
where x, y represent the two-dimensional coordinates of the AUV. The system state model
is defined as

xk = xk−1 + vk−1 × cos(φk−1)× ∆t

yk = yk−1 + vk−1 × sin(φk−1)× ∆t
(4)

where vk−1 and φk−1 represent velocity and heading at time slot k − 1, respectively. ∆t
presents update period. Then, the nonlinear state equation can be presented as

xk = f (xk−1, uk−1) + wk (5)

where f (xk−1, uk−1) =

[
xk−1
yk−1

]
+

[
vk−1cos(φk−1)
vk−1sin(φk−1)

]
∆t, and wk represents system noise. Ac-

cording to system model, the state equation can be further described as

ẋ = f (x, u) (6)

where f =

[
f1
f2

]
=

[
vk−1cos(φk−1)
vk−1sin(φk−1)

]
.

Because the measurement information of the single-beacon localization system is
one-time one-point ranging information, namely m = 1, m presents the number of mea-
surements. Hence, the measurement equation can be described as

h1 =
√
(xb − xk)2 + (yb − yk)2 (7)

where xb, yb are the single-beacon position coordinates. Then, each order Lie derivatives
are shown as follows.

L0
f (h1) = h1

L1
f (h1) =

xb − xk
h1

f1 +
yb − yk

h1
f2

(8)
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The gradients of each order Lie derivatives are calculated as

5 L0
f (h1) =

[
xb−xk

h1

yb−yk
h1

]
5 L1

f (h1) =

 (yb−yk)
2 f1−(xb−xk)(yb−yk) f2

h3
1

(xb−xk)
2 f2−(xb−xk)(yb−yk) f1

h3
1

T
(9)

Put Equation (9) into Equation (3), then the observability matrix O can be achieved. If
the single-beacon localization system is observable, its observability matrix should satisfy

det(O) =
f2(xb − xk)− f1(yb − yk)

h2
1

6= 0 (10)

From Equation (10), it can be seen that when the AUV moves in a straight line towards
the single beacon or keeps still all the time, det(O) will equal 0, then the system will
be unobservable.

In order to further analyze system observability, the observability degree based on
spectral condition number is utilized in this paper, which can calculate and compare system
observability quantitatively. Firstly, the observability matrix is decomposed by singular
value decomposition theorem, shown as

O = USV−1 (11)

where U, V are the orthogonal matrix, and S = diag(σ1, σ2, · · · , σr) is the singular value
diagonal matrix of observability matrix. According to spectral condition number theory, let
the spectral condition number κ2(O) of the observability matrix present the observability
degree of single-beacon localization, shown as

κ2(O) =
maxσ∈σ(O)|σ|
minσ∈σ(O)|σ|

(12)

In order to let the observability degree be a positive integer less than or equal to 1 for
the convenience of mathematical statistics, the observability degree is further defined as
the inverse of the spectral condition number of the observability matrix.

1
κ2(O)

=

√
min(|vk−1((yb − yk)cosφk−1 − (xb − xk)sinφk−1)/h2

1|, 1)
max(|vk−1((yb − yk)cosφk−1 − (xb − xk)sinφk−1)/h2

1|, 1)
(13)

Based on Equation (13), the observability degree can be obtained on account of multi-
parameters, including position, velocity, heading, etc. Let α be the angle between x coordi-
nate axis and the connecting line between the current position of the AUV and the position
of the single beacon, then α− φ is defined as deviation angle, which indicates the degree of
deviation between heading direction and relative positioning of the AUV’s single beacon.
The observability degree can be finally expressed as

1
κ2(O)

=

√
min(vk−1sin(α− φk−1)/h1, 1)
max(vk−1sin(α− φk−1)/h1, 1)

(14)

From the above analysis, it is seen that the bigger the observability degree is, the better
the initial observability is. Actually, the observability degree of the single-beacon localiza-
tion system is affected by different kinds of measurements, including velocity measuring,
heading measuring, transmission delay, etc. This causes transmission delay, making an
impact on ranging information; hence, velocity, heading angle, and ranging are selected to
estimate the observability degree in this method. Furthermore, a simulation is conducted
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to analyze the relationships between velocity, deviation angle, ranging, and observability
degree, as shown in Figure 2.
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Figure 2. The relationships between different parameters and observability degree. (a) Relationship
between heading angle and observability degree. (b) Relationship between velocity and observability
degree. (c) Relationship between ranging and observability degree.

Figure 2a gives the relationship between deviation angle and observability, from which
it can be seen that observability degree is 0 when heading angle equals to 0◦,180◦, and
360◦. The same results appear from the former analysis of Equation (10). Figure 2b gives
the relationship between velocity and observability; it is clear that observability degree
increases with increasing velocity information. From Figure 2c, it is concluded that the
smaller the ranging is, the bigger the observability degree is.

2.3. MHIPD

Based on the above analysis, it is known that the observability of single-beacon local-
ization is varying, as measured by the observability degree. During the whole positioning
process, the most important node of observability is initial observability, which is decided
by how to achieve accurate initial position.

As mentioned before, the scenario of long-endurance trajectory tracking in deep seas
is considered; hence, AUVs cannot emerge from the water to obtain GPS calibration. As a
result, initial location should be estimated by the information from its own sensors and
range information with the single beacon, which owns the accurate location. It is known
that the initial location cannot be measured accurately at the first time-slot of acoustic
transmission delay from a single beacon. One thing is certain, AUVs locate on the surface
of a ball whose center is a single beacon and whose radius ranges from the single beacon.
Considering two-dimensional coordinates, the initial position locates on a circle, the center
of which is the projection point of the single beacon. In order to ensure exact initial position
further, a series of transmission delays in the next several time-slots always needs to be
used. The purpose of using several time-slots for the initial estimation is to employ time-
consuming exchanges for initial position precision. However, even at the expense of many
time-slots, initial observability is poor on account of the measuring error and misleading
mirror solutions.

Aiming at the initial observability problem, a Multi-hypothesis Initial Position Dis-
criminant (MHIPD) method is designed. In the MHIPD method, a new variable Positioning
Angle Accuracy (PAA) is designed as θ. According to multi-hypothesis theory, each θ
degree is considered as a hypothetical initial position, which means that there will be
i = 360o/θ potential initial positions. An illustration of PAA is shown in Figure 3.
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Figure 3. Illustration of PAA in MHIPD method.

Based on the PAA supposing method, the initial observability problem is transformed
to find the most likely one among potential initial positions.

For each potential initial position, the next time position can be obtained based on
velocity information as follows.

xi
1 = xi

0 + vx,0 × ∆t

yi
1 = yi

0 + vy,0 × ∆t
(15)

where xi
0, yi

o denote the coordinates of the ith hypothetical position at initial time, xi
1, yi

1
present coordinates of the ith hypothetical position at adjacent followed time, and vx,0, vy,0
present motion velocity in x and y direction at initial time, respectively. Then, a calculated
ranging can be obtained from each next time position and single-beacon position.

di
1 =

√
(xi

1 − xb)
2
+ (yi

1 − yb)
2
+ (z1 − zb)

2 (16)

where di
1 represents ranging information of the i th hypothetical position at adjacent

followed time, xb, yb, zb present single-beacon position coordinates, and z1 is the depth
information measured by pressure sensor. Meanwhile, a measurement ranging between the
AUV and the single beacon can be achieved by transmission delay from the single beacon
at adjacent followed time; hence, an error ei

1 between two rangings can be calculated, which
can assist us to figure out the real initial position.

ei
1 =| di

1 − c× τ1 | (17)

where ei
1 denotes the error of the i th hypothetical position, τ1 is transmission delay at

adjacent following time, and c represents sound velocity, respectively.
According to the above method, more errors ei

k, k = 1, 2, 3... can be achieved between
rangings in the next and next adjacent following time, in which k stands for calculating
times in the initial position calculating process.
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Generally speaking, the initial position of minimum error should most likely be
the initial position. However, false judgment still remains caused by measuring noise
and misleading mirror solutions. A heuristic principle is designed to overcome the false
judgment, in which a count parameter ρ and a threshold value σ are educed, shown as
Equation (18).

i f ei
k < σ, (18)

then ρi = ρi + 1

where ρi is the ith hypothetical position count parameter.
During the initial position calculating process, the count parameter ρ of the position

closed to the real initial position will accumulate; the one staying away from the true value
tends to conversely be invariable. As the time-slots in the initial position calculating process
accumulate, the real initial position will appear, making obvious who owns the maximum
count parameter ρi. However, because the error is caused by many factors, the result of
the count parameter cannot converge to one position in most conditions; the strategy of
calculating the mean value of all positions which own a maximum count parameter is
applied. Because the position errors are symmetrically distributed on both sides of the
truth value, the result has the minimum error.

In the MHIPD method, the selection of calculating times k and threshold σ will affect
initial position accuracy greatly, which is discussed further in Section 3.1. What is more,
the initial observability is related to the AUV motion trajectory, and there is a popular belief
that curve shape has better observability for the estimated target trajectory [28].

2.4. ANFIS-EKF

After obtaining good enough initial observability, another problem of long-endurance
trajectory tracking should be considered in single-beacon localization for AUVs. A typical
filtering algorithm (EKF) has been widely used in trajectory tracking problems. However,
EKF may lose certain positioning accuracy in such a nonlinear localization system due to
only the first order nonlinear function being considered. In order to improve the tracking
accuracy, an improved EKF based on ANFIS is proposed in this section. Figure 4 gives the
flowchart of the proposed ANFIS-EKF.

DVL

Compass

k>ka

No

Time update

ANFIS training

AUV estimation position

Yes

Measurement update

ANFIS processing

Transmission 

delay

Start

End

Figure 4. Flowchart of the proposed ANFIS-EKF algorithm.
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Due to the building of an accurate model of ANFIS needing more training data, hence
before a certain time node ka, ANFIS only carries on training, rather than participating in the
trajectory tracking process. After accomplishing training of the ANFIS model, information
measured by DVL and compasses is involved in the ANFIS process, which helps to improve
measurement updates of EKF.

There are two phases in EKF, including time update and measurement update. In the
time update phase, velocity information is used to predict the system state on the basis of
kinematics formula. The time update process is shown as follows:

xk|k−1 = f (xk−1) + wk−1 (19)

Pk|k−1 = FPk−1FT + Q (20)

where xk is the dynamic state at time k, f is the same with f in Equation (5), F is the Jacobian
matrix of system update function, Pk denotes error covariance at time k, w is process noise
which is subjected to Gaussian distribution, and Q is the process noise covariance.

In the measurement update phase, the state and covariance are updated by new a
measurement, which represents transmission delay between the single beacon and the
AUV.

Kk = Pk|k−1HT(HPk|k−1Pk|k−1 + R)−1 (21)

xk = xk|k−1 + Kk(zk − h(xk|k−1)) (22)

Pk = (I−KkH)Pk|k−1 (23)

where K is the Kalman gain, H is the Jacobin matrix of the measurement update function,
R is the measurement noise covariance, and z is the measurement vector.

Single-beacon localization can be considered as a discrete time system. We define a
state vector at time k to describe the AUV dynamic state as xk = [xk, yk]

T. Hence, the state
update function F and measurement transition function H can be described as

F =

[
1 0
0 1

]
(24)

H =

[
xk−xb

ve

√
(xk−xb)

2+(yk−yb)
2+(zk−zb)

2

yk−yb

ve

√
(xk−xb)

2+(yk−yb)
2+(zk−zb)

2

]
(25)

where xb, yb, zb indicate the position coordinates of the single beacon, and ve is motion
velocity of the AUV.

Based on Equation (19)–(25), trajectory tracking can be finished by EKF. However,
in conventional EKF, the state prediction function is approximate to the real condition using
linear velocity motion in the time update process, which will suffer a loss of localization
precision. To improve the accuracy of the state prediction, ANFIS is utilized to train the
nonlinear system model.

ANFIS owns two aspects of advantages, one is that the fuzzy inference system can
provide outputs by certain rules, and the other is that adaptive networks can learn and
adjust network parameters. ANFIS utilizes rules to combine the input, output, and rules.
ANFIS is supposed to remodel the relationships between velocity information and state
prediction. The diagram of the ANFIS structure is shown in Figure 5.
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Figure 5. Diagram of the ANFIS structure.

The structure is a five-layer model including fuzzification, rules, normalization, de-
fuzzification, and output layer. Each layer contains a number of nodes with specific func-
tions which are used to determine the relationship between input and output. The circle
nodes represent fixed nodes and the square nodes represent adaptive nodes.

A first-order Takagi–Sugeno fuzzy system model is adopted in this paper. In the
forward pass of the training process, consequent parameters are updated by the least square
method. In the back propagation, the premise parameters are adjusted by the gradient
descent method. As a result, ANFIS can be trained to describe nonlinear membership
through the iterative adaptive learning process of structure parameters. The five steps of
ANFIS are described in detail as follows:

Three rules are adopted in the structure of ANFIS:

Rule 1 : i f x = A1, y = B1, then f = p1x + q1y + r1
Rule 2 : i f x = A2, y = B2, then f = p2x + q2y + r2
Rule 3 : i f x = A3, y = B3, then f = p3x + q3y + r3

where Ai, Bi form a fuzzy set and pi, qi, and ri are consequent parameters.
In layer 1, input x and y are fuzzified by membership functions to obtain membership

grade. The output of this layer is

O1,i =

{
µAi (x) i = 1, 2, 3

µBi−3(y) i = 4, 5, 6
(26)

where µAi and µBi−3 are membership grades.
In layer 2, firing strength is calculated by product of membership grades.

O2,i = wi = µAi (x)× µBi (y), i = 1, 2, 3 (27)

where wi is the firing strength of the ith rule.
In layer 3, firing percentages of each rule are obtained in rule base.

O3,i = vi =
wi

∑i wi
, i = 1, 2, 3 (28)
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In layer 4, fuzzy results of inference input are calculated.

O4,i = vi fi = vi(mix + piy + ri) (29)

Finally, defuzzification results of output are calculated in layer 5.

O5,i = ∑ vi fi =
∑i wi fi

∑i wi
(30)

Defining measuring error Ep is

Ep =
#(L)

∑
m=1

(Tm,p −OL
m,p)

2 (31)

where Tm,p stands for the mth component from pth target output vector, and OL
m,p presents

the mth component of Lth layer from pth real output vector. Therefore, the total measuring
error is E = ∑

p
p=1 Ep. Furthermore, the rate of deviation ∂Ep/∂O between node output O

and pth training data is calculated to realize the self-learning process, shown as

∂E
∂O

= −2(Ti,p −OL
i,p) (32)

If α is a given parameter in an adaptive network, then

∂Ep

∂α
= ∑

O∗∈S

∂Ep

∂O∗
∂O∗

∂α
(33)

where S is the a node set whose output depends on α.
Finally, the partial derivation of total measuring error related to α can be achieved

after a series of iterations and updates.
Based on the above process, an ANFIS-based transition model can be obtained, which

can be considered as a new state transition function used for EKF.
A typical combination of multi-parameters in ANFIS-EKF are given in Table 1.

Table 1. Main parameters of ANFIS structure.

Parameters Value

Initial fuzzy inference system for training Grid Partition
Input membership function type trimf

Output membership function type linear
Training length 150

Number of Input membership function 3
Error Goal 0.0001

In the next Section, the performance of ANFIS-EKF and the influence of different
parameters on ANFIS-EKF are discussed further.

3. Results and Discussion
3.1. Performance Analysis of MHIPD

A single-beacon localization simulation is conducted based on a real lake test scene,
shown in Figure 6, where a single beacon is deployed at the bottom of the lake, and a
surface ship moves on the lake to pretend to be an AUV. As the surface ship is equipped
with GPS, actual initial position can be achieved.
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Figure 6. The relationship between the AUV and single beacon.

Simulation parameters are set as follows: transmission delay period between the AUV
and single beacon is 4 s, calculating times k is 40, threshold value σ is 4.5 m, and positioning
angle accuracy θ is set to be 0.1◦.

Figure 7 gives the simulation result, in which count parameter ρ is adopted to find the
most suitable angle related to the most accurate initial position. From Figure 7, it can be
seen that the count parameter ρ presents a mountain shape, which denotes that the larger
the hypothetic position count parameter is, the closer the related potential initial position
nears the actual initial position. The maximum ρ appears to be 39 at 253.2◦, where the
errors of x and y direction between potential initial position and actual initial position are
0.8984m and 0.6500 m, respectively. Such a small initial position error verifies that MHIPD
is effective in the initial observability measuring of single-beacon localization.
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Figure 7. Results of field data of proposed initial position method.
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In order to present the performance of MHIPD further, the influence of two parameters
are analyzed, including calculating time k and threshold σ .

Firstly, four different calculating times k are tested to see the influence on initial
position accuracy, respectively. The simulation results are shown in Figure 8 and Table 2.
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Figure 8. Performance analyzing of different calculation times. (a) Calculation times = 10. (b) Calcu-
lation times = 20. (c) Calculation times = 30. (d) Calculation times = 50.

Table 2. Simulation results of different calculation times.

Calculating Times
k Error of RMSE (m) Number of Max Count

Parameter
Angle of Initial

Position (◦)

10 3.5439 128 251.6
20 3.2111 85 251.8
30 3.2111 84 251.8
50 1.1089 60 253.2

From Figure 8, it can be seen that the wave crest becomes narrower as calculation
times rise. This causes smaller calculation times, meaning fewer experimental data, which
leads to a result that the potential initials near the actual initial owns fewer discriminations
from other positions. Therefore, the count parameter ρ is essential to estimate the potential
initials in a appropriate period. Table 2 gives more detailed quantitative results. It indicates
that the less calculating time is, the bigger the positioning error is, which is caused by
the count parameter not reflecting the true relationship between potential initials and
the actual initial without enough data. On the other hand, the number of max count
parameter decreases as calculating times arises, which is helpful to find the most accurate
initial position. Hence, the greater calculating times is, the better performance the MHIPD
method owns. However, in real applications, the selection of calculation times should also
take computation time into consideration.
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Secondly, eight different threshold values σ are tested to see the influence on initial
position accuracy, respectively. The simulation results are shown in Figure 9 and Table 3.
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(b) σ = 0.5
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(c) σ = 1
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(d) σ = 2
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(e) σ = 3
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(f) σ = 3.5

Figure 9. Cont.
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(g) σ = 4
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Figure 9. Performance analysis of different threshold values.

Table 3. Simulation results of different threshold values.

Threshold Value σ Error of RMSE (m) Number of Max Count Parameter Angle of Initial Position (◦)

0.1 3.0457 1 251.9
0.5 2.5551 6 252.2
1.0 1.7710 2 252.7
2.0 1.4817 19 252.9
3.0 1.3469 36 253.0
3.5 1.2215 45 253.1
4.0 1.2215 53 253.1
5.0 1.1089 69 253.2

From Figure 9, it can be seen that the wave crest widens as thresholds rise. It seems
bad because there will be a greater number of max count parameters, namely the existence
of more potential initials. However, too small of a threshold value will lead to diminishing
initial positioning accuracy, which is confirmed in the 2nd column of Table 3. Hence, the
selection of threshold value should take multi-factors into comprehensive consideration.
In a real application environment, if calculating times are fixed, threshold value should be
as big as possible; under the condition of the number of max count parameters being as
small as possible, it is best to be one.

3.2. Performance Analysis of ANFIS-EKF

The performance of ANFIS-EKF is analyzed by field data in this section. A single
beacon was deployed in the bottom of “SongHua” Lake, whose position is east longitude
126.91531◦ and north latitude 43.610448◦, and the depth of the single beacon is −209.6 m.
In order to calculate positioning error, the latitude and longitude coordinate is transformed
into WGS-84 coordinate, hence the position coordinates of the single beacon are (4,841,026.7,
315,271.1, −209.6).

A surface ship is used to replace the AUV to move on the surface of “SongHua” Lake.
The ship is equipped with acoustic transmitting and receiving sensors to measure ranging
information, DVL to measure velocity, and compasses to measure heading direction. The
updating period of the acoustic signal is 4 s. This ship is equipped with Differential GPS
(DGPS), which owns centimeter-level high positioning accuracy. Furthermore, DGPS can
work in the whole experiment as the ship is moving on the surface of the lake rather than
diving into deep water, hence the DGPS results can be considered as the reference trajectory.

To reflect the overall error condition, a distance Root Mean Square Error (RMSE) is
adopted to calculate position accuracy. In RMES, the trajectory measured by the single-
beacon localization algorithm is compared with the reference trajectory, which is shown as
follows:

RMSE =

√
1
n

n

∑
i=1

(Li
measured − Li

re f erence)
2 (34)
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where Li
measured and Li

re f erence present positioning locations of single-beacon localization
and DGPS, respectively. n stands for sampling number. As both the ship and beacon work
at a fixed depth, the error of z direction can be ignored, hence the distance RMSE can be
further expressed as

RMSE =

√
1
n

n

∑
i=1

(Li
measured − Li

re f erence)
2 (35)

=

√
1
n

n

∑
i=1

[(xi
measured − xi

re f erence)
2 + (yi

measured − yi
re f erence)

2]

=

√
1
n

n

∑
i=1

(xi
error + yi

error)
2

where xi
error and yi

error indicate positioning error in x direction and y direction in the ith
sampling, respectively.

In this experiment, based on distance RMSE, positioning errors of the proposed ANFIS-
EKF and other existing algorithms, including EFK and ANFIS, are calculated. The results
are shown in Figure 10 and Table 4.
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Figure 10. Performance analysis of ANFIS-EKF. (a) Positioning error comparison of x coordinate. (b)
Positioning error comparison of y coordinate. (c) Estimated trajectories comparison. (d) Positioning
error of DRMS.

Table 4. Positioning errors comparison of three methods.

Method Error of x
Direction (m) Error of y Direction (m) Error of DRMS (m)

EKF 9.2260 3.8170 10.3271
ANFIS 4.3264 4.5613 6.7529

ANFIS-EKF 4.3275 3.8053 6.1890
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From Figure 10 and Table 4, it is clear that ANFIS-EKF performs the best in positioning
accuracy among the three methods according to errors of DRMS. Furthermore, the improve-
ment of positioning accuracy from EKF to ANFIS-EKF is different between the x direction
and y direction, which is caused by ANFIS-EKF owning better ability to deal with values
with large measuring errors. Moreover, compared with ANFIS, there is only relatively
small improvement of ANFIS-EKF. However, it is known that the computation complexity
of ANFIS is much bigger than EKF. Hence, the joint ANFIS-EKF can decrease computation
complexity more greatly than only adopting ANFIS in single-beacon localization.

The influence of parameters shown in Table 1 are analyzed in the following. Input
membership function type and training times are discussed, respectively.

Figure 11 gives the trajectory comparison of three commonly used membership func-
tion types in ANFIS, including Trimf, Gbellmf ,and Trapmf, which are described in detail
in [29]. The statistical positioning errors of Trimf, Gbellmf, and Trapmf are 7.0102 m,
70.8683 m, and 71.5888 m, respectively. It is clear that Trimf performs best among the three
types. It is well known that membership function type represents the characteristic of
studied objects in fuzzy logic, and the relationship of velocity information and positioning
result needs high-resolution and high control sensitivity of the membership function; more-
over, Trimf is the most suitable for sharper curves, hence Trimf is the most optimal choice
in ANFIS-EKF.
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Figure 11. Comparsion of different membership function types

Then, an experiment is conducted to analyze the influence of training length. Training
length presents the number of times for ANFIS to obtain the model of the current system. A
further time period for the whole training process can be achieved by multiplying training
length with cycle period. An appropriate training length cannot only obtain the best model
but also saves calculating complexity. Three training lengths of 80, 120, and 150 were set,
respectively, according to the actual length of field data. Figure 12 and Table 5 gives the
experiment results.

On the whole, bigger training lengths bring higher positioning accuracies for ANFIS or
ANFIS-EKF. When training lengths arrive at big enough values, ANFIS-EKF performs the
best among the three methods. It is benefiting from ANFIS-EKF inheriting the advantages
of both ANIFS and EKF; furthermore, when training is large enough, the training network
model can be infinitely close to the real model. Comparing the results of the 80 length and
120 length, it can be seen that positioning accuracy improves greatly. However, comparing
the results of the 120 length and 150 length, the trend of improving slows down, which
means the training model converges gradually.

In real applications, both completeness of the training model and computation com-
plexity of different training lengths should be considered together. In the case of a larger
number of data samples, a bigger training length should be adopted. Inversely, when
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there is only a small amount of field data that can be used, training length can be relatively
reduced.
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Figure 12. The experimental results of different training lengths. (a) Estimated trajectory of 80 train-
ing length. (b) Positioning error of 80 training length. (c) Estimated trajectory of 120 training
length. (d) Positioning error of 120 training length. (e) Estimated trajectory of 150 training length.
(f) Positioning error of 150 training length.

Table 5. The mean positioning error of different training lengths.

Method Error of 80 Length
(m) Error of 120 Length (m) Error of 150 Length

(m)

EKF 13.6391 13.6391 13.6391
ANFIS 50.4973 7.7264 6.4113

ANFIS-EKF 50.1967 7.0206 5.6006
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4. Conclusions

In this paper, a complete approach for single-beacon localization is investigated.
A Multi-hypothesis Initial Position Discriminant (MHIPD) method is proposed to achieve
accurate initial position, which gives significant support for initial observability. An
improved EKF algorithm integrated with ANFIS is proposed to realize high-precision
trajectory tracking in long-endurance operations of AUVs. Simulations and field ex-
periments verify that the proposed MHIPD method is effective in initial observability
measuring, and the proposed ANFIS-EKF method performs much better than traditional
single-trajectory tracking algorithms.

In future works, more influence factors for underwater single-beacon localization
will be studied, such as multi-path effects. Furthermore, we plan to refresh single-beacon
localization technology itself, including using moving single beacons. More efficient
schemes need to be studied further for various application scenarios.
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