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Abstract: Smart noise jamming forms active jamming by intercepting, modulating, and forwarding
radar signals into the radar receiver, which seriously affects the radar range recovery performance. In
this paper, we propose a novel waveform design approach and an efficient range recovery method for
high-resolution radar in the jamming scenario. Firstly, we propose an intra-pulse frequency-coded
frequency-modulated continuous waveform (IPFC-FMCW), which contains multiple FMCW chips
with different widths and frequencies, to combat the smart noise jamming. After the jamming
suppression, the proposed waveform has a low sidelobe level, which is different from traditional
FMCW signals for which the observations are periodically missing, resulting in high sidelobe levels.
Then, to improve the range recovery performance of the waveform after jamming suppression, we
optimize the range profile by designing the transmit waveform and then solve it by a simulated
annealing algorithm. Next, based on the designed waveform, we derive the echo model after jamming
suppression and propose a gridless compressed sensing (CS) method to recover the range of the
targets. Compared with the existing waveforms and methods, the proposed waveform and the
processing method achieve better range recovery performance in the jamming scenario. Numerical
simulations are utilized to demonstrate the range recovery effectiveness of the proposed waveform
and method in smart noise jamming.

Keywords: high-resolution radar; frequency coding; smart noise jamming; waveform design

1. Introduction

HIGH-resolution range recovery of a high-resolution radar has many potential appli-
cations in multi-dimensional imaging and target recognition [1-5]. To obtain a high range
resolution, signals with large bandwidths are generally transmitted. The realization of a
large bandwidth can be divided into two categories. The first type transmits real wideband
signals, while the other type radiates a series of narrowband waveforms to achieve the
range resolution of a wideband waveform by bandwidth synthesizing approaches. Al-
though the bandwidth synthesizing techniques decrease the instantaneous bandwidth of
radar systems, the requirement of a long observation time limits the application of these
methods in the probing of fast moving targets [6]. In contrast, a high-resolution radar that
directly transmits wideband signals only needs to process within the duration of a single
pulse, which is advantageous for the detection of non-cooperative targets moving at high
speed, and it has attracted extensive research attention [7,8].

Early studies mainly focused on improving the quality of range recovery in the absence
of jamming. Many studies modeled range recovery as a sparse recovery problem and used
compressed sensing (CS) methods to solve it [9-12]. However, with the rapid development
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of digital radio frequency memory (DRFM) technology, the coherent jamming significantly
degrades the quality of range recovery [13,14]. In the jamming scene, the jammer transmits
intercepted signals to the radar, which has the advantages of easy implementation and fast
response [15]. With the development of smart noise jamming, the jammer modulates the
intercepted signal and generates smart noise jamming [16,17], which has both blanket noise
jamming and deception jamming effects. Due to the influence of jamming, observations are
periodically polluted, which seriously affects the performance of range recovery. Conse-
quently, jamming suppression is one of the most pressing issues for range recovery of a
high-resolution radar.

In recent years, jamming suppression has become one of the research hotspots in the
field of electronic counter-countermeasures, and many methods of jamming suppression
have been proposed, including signal processing algorithms and waveform design ap-
proaches. Research [18] reconstructed the jamming signal and eliminated the jamming
signal by estimating the jamming parameters, which requires an accurate estimation of
the jamming parameters. According to the discontinuity of interrupted-sampling repeater
jamming (ISRJ]) in the time-frequency domain, some filtering methods were proposed
in [19-22], which effectively estimate the jamming parameters and filter the ISR] in the
frequency domain. However, these methods are no longer applicable to smart noise jam-
ming because the target echo and the jamming signal coincide in the frequency domain. In
addition, the direct elimination of jamming slices causes a periodic loss of observation data,
and the problem caused by grating lobes is severe.

In addition to signal processing algorithms, waveform design is also an effective way
to solve jamming problems. Some researchers focus on the design of orthogonal coded
waveforms to mismatch the ISR] with unintercepted radar signal slices [23-25]. However,
generating such a phase-coded waveform is difficult when the wideband signal is required.
The frequency-modulated continuous waveform (FMCW) has attracted much attention
because it is easy to generate wideband signals using low-cost hardware. However, with the
development of interrupted sampling technology, the jamming appears periodically, and
the observations are periodically missing due to the jamming suppression, which causes a
serious grating lobe problem. The carrier-frequency agile FMCW signal refers to the FMCW
signals with different carrier frequencies in each period, which has random characteristics
and improves the radar anti-jamming performance. An inter-pulse carrier-frequency agile
FMCW signal for a dual-function radar communication system is proposed in [26], while
the waveform cannot cope with the rapidly changing jamming within a pulse. In order
to cope with the jamming within a pulse, inspired by frequency-agile radar, we hope that
the observed data are missing non-periodically. To that aim, we propose an intra-pulse
frequency-coded FMCW (IPFC-FMCW) to solve the jamming problem.

The traditional FMCW signal causes periodic observation loss due to smart noise
jamming. We propose an IPFC-FMCW signal, which consists of a train of FMCW chips
with different widths and frequencies, with a random property to solve the problem of
periodic data missing caused by jamming. In order to improve the performance of the
waveform, the range profile of the waveform after jamming suppression is derived to
evaluate the waveform performance. The optimization problem of waveform parameters is
proposed, and the transmit waveform parameters are obtained by the simulated annealing
method [27]. However, due to jamming, the problem of missing observations is inevitable.
In the case of missing data, the problem of grid mismatch is evident in the grid-based CS
method. We propose the refined-orthogonal matching pursuit (R-OMP) algorithm to obtain
gridless range recovery results of scatterers.

In this paper, the proposed waveform is different from the conventional frequency
coding waveform. On the one hand, some existing frequency coding waveforms are mainly
used for detection under jamming-free conditions, where the constraints aim to obtain
better autocorrelation performance, cross-correlation performance, etc. [28,29]. On the
other hand, there are also some frequency coding waveforms used for anti-jamming. The
frequency coding waveform in [22] varies the frequency coding of the transmit signal
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against ISR], but it still suffers from periodically missing data due to the same width of
the chip.
To sum up, the main contributions of this article are listed as follows.

(1) The periodic data missing of the FMCW signal in smart noise jamming scenarios
causes a serious sidelobe problem. We propose the IPFC-FMCW waveform with
non-periodic data missing in smart noise jamming scenarios to solve the periodic data
missing problem of the FMCW signal.

(2) We take the three metrics of the range profile as the objective and use the simulated an-
nealing method to optimize the waveform, which reduces the proportion of jamming
signals and increases the peak to sidelobe ratio.

(8) Compared with the existing grid-based range recovery methods, the proposed range
recovery method including a REFINE step is suitable for scenes with missing observa-
tions.

The rest of this paper is organized as follows. In Section 2, the working scenario
and the transmitted signal model are introduced. In Section 3, the received signal model
is introduced. In Section 4, the method of waveform design is introduced. In Section 5,
the proposed range recovery approach is formulated. In Section 6, the simulation results
evaluate the performance of waveform design and range recovery approach. Concluding
remarks are presented in Section 7.

Throughout the article, we use C, R to denote the sets of complex and real numbers,
respectively. We denote the transpose, conjugate, and Hermitian transpose by (-)7, (-)%,
and ()H , respectively. The notations C© and CN*C are the sets of G-dimensional vectors
and N x G matrices of complex numbers, respectively.

2. Working Scenario and Transmitted Signal Model

In this section, we introduce the radar working scenario and transmitted signal model.

2.1. Working Scenario

In this subsection, we introduce the working scenario for a high-resolution radar. We
consider a high-resolution radar observing closely placed scatterers. The working scenario
is shown in Figure 1.

Figure 1. The working scenario of a high-resolution radar.

For single pulse scenes, the effect of Doppler can be neglected because the Doppler
shift generated by radar movement or target movement is much smaller than the Doppler
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tolerance [30-32]. Therefore, the Doppler effect is approximately negligible. For simplicity,
in this paper, we assume that both scatterers and radar are stationary. The signal model and
range recovery method are easy to be extended to the case of moving targets. Assume that
the observation area consists of K scatterers. The range of the k-th scatterer is denoted by Ry,
fork =0,1,...,K —1. The scatterers” echo signal may be corrupted by the jamming signal
from jammers, and the echo signal after jamming suppression has periodic or non-periodic
observation missing. On the one hand, the signal is missing, and on the other hand, the
sidelobe level increases, making it challenging to recover scatterers with high quality.

To obtain the high-resolution range recovery of these scatterers in the jamming scene,
we employ the wideband IPFC-FMCW signal as the transmit signal. This kind of wideband
waveform can achieve a high range resolution. By the width variation and frequency
coding of the chip, this kind of waveform is also beneficial to solve the jamming problem.
The transmitted signal model will be given in the following subsection.

2.2. Transmitted Signal Model

In this subsection, we formulate the expression of the transmitted waveform. We
obtain a high-resolution range recovery in smart noise jamming using an IPFC-FMCW
signal, which contains multiple FMCW chips with different widths and frequencies. From
a practical point of view, these FMCW chips have an identical frequency modulation rate
in order to reduce hardware complexity [33]. The proposed waveform is illustrated in
Figure 2.

1 frequency interval af
Frequenc
£+ MAF | oaeney -~

f47, o 1 - - 4

c pulse duration T, Time

Figure 2. The proposed waveform consists of multiple FMCW chips with different widths and
frequencies.

The transmit frequency set F consists of M frequency codings, ie., F = {f. +
mAf|m =0,1,---,M — 1}, where f is the minimal carrier frequency and Af is the fre-
quency interval. Let s,(t) denote the baseband signal for the g-th chip, which is expressed
as

t—T7\ )2
- — ) gme(1T)
sq(t) rect< T, )e . (1)

Here, a is the frequency modulation rate, T, represents the g-th chip width, and the

window function is given by

=4 U=t %)
rec =
0, otherwise.
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;= Z?:_g T;, which means that the signal transmission of the g-th chip begins at t = Z?:_Ol T;
and ends at t = Z?:o T;. Let Q be the number of chips, where Q < M. Then, the pulse
duration T, is given by T, = _& ' Ty.

Before the transmission of each chip, the FMCW baseband waveform is first modulated
by the frequency chosen from F. The transmitted waveform is given by

Q-1 t—T5N . a2 . S
x(t) =Y, rect(Tq)e]”“(t_Tq)zejznf"(t_T‘f), (3)
q=0 q

where f; is the frequency of the g-th chip. The maximum frequency of the set {f; +
aTy,qg=0,1,---,Q— 1} is not greater than f, + MAf, so the maximum bandwidth of the
transmitted waveform is expressed as B = MAf.

3. Received Signal Model

The received signal of the radar is expressed as

y(t) = 5(t) +1(t) + @(1), 4)

where §(t), 1(t), and @(t) denote the echo signal, jamming signal, and additive white
Gaussian noise (AWGN), respectively. The echo signal model and jamming signal model
are introduced below, respectively.

3.1. Echo Signal Model

In this subsection, we derive the expression of the echo signal. The round-trip delay
between the transmitting antenna and the receiving antenna is 7 = ZC& for the k-th scatterer,
where c is the speed of light. Assuming that the complex amplitude is the same within a
pulse, the echo signal is expressed as

K-1
g(t) =) Brx(t — 1), 5)
pr

where By is the complex amplitude of the k-th scatterer.

At the radar receiver, the echo signal §() is mixed with the reference signal xy¢(t)
within each chip via the traditional dechirp processing [34]. Assuming that the reference
distance is Ry, the reference signal is expressed as Xf(f) = x(t — Tref), Where Tpef =
2Rt/ c. Then, the output of each mixer is fed into a low-pass filter (LPF). For the g-th chip,
the window length of the echo signal after dechirp processing is T; — | Tyt — Tk|, as shown
in Figure 3. Figure 3 shows the dechirp process.

4 L
Transmit signal . Reference signal
. Echo 5|gnali/
g-th chi V/
y /Ec_h_q signal
fq Tq_’ -
f; 1, > ™
< Lo ><—T,
FA 2
Tq_lz'rel _rll
© ToTtw — ] t

Figure 3. The dechirp process of the g-th chip.

Assuming that the range between the radar and the center of the target is R; for a
target, its scatterer is close to the center of the target. So, we ignore the influence of different



Remote Sens. 2022, 14, 5149

6 of 20

injm; (1) = rect(

scatterers on the window function. Then, the echo signal of all chips after the LPF is
expressed as

s K-1
GEDY rect<t T maX{Tref'Tt}> X (2 Bre/ (=T ref)Tkefzﬂfﬂk>, (6)

Tq - |Tref - Tt| k=0

where T = Tref — T, Tt = 2Rt/ c. Then, the unknown delay is expressed as T = %, where
Ri = Ryef — Ry

3.2. Jamming Signal Model

In this subsection, we first introduce the jamming strategy of the jammer. Then, we
provide the expression of the received jamming signal.

3.2.1. Jamming Signal Generation

To interfere with the radar receiver, the jammer first intercepts the radar signal, then
generates the jamming signal by modulating the intercepted radar signal, and finally
forwards it to the radar receiver. Note that to improve the jamming efficiency, the jamming
signal is not exactly the same as the intercepted signal but is generated by modulating
the intercepted signal with a frequency-shifted signal. The jammer also modulates the
frequency-shifted signal by multiplying with noise so as to form the blanket noise jamming
effect in a specific range [16].

We next derive the model of smart noise jamming. For a self-defense jammer, the
jammer is located on or close to the target, and the range between the radar and the jammer
is Rj, where Rj ~ R;. The nj-th intercepted signal by the jammer is expressed as

R
t—nM;T) — =L R
in; (1) :rect<] 7{] U >x(t— C]>, @)

where nj=01,---,N—1,N;= L%J represents the number of slices intercepted by the
jammer. For each intercepted slice, the jammer shifts the frequency of the intercepted signal
according to the forwarding number M; — 1 and multiplies it with noise [16]. For the m-th
forwarding, since the lag time of the forwarding signal compared with the intercepted
signal is m;Tj, the frequency shift of the intercepted signal is expressed as m; %A f so thata
fake target with range R can be formed. Then, the jammer forms smart noise jamming by
multiplying the frequency-shifted signal with noise 1,(t), which is a band-limited Gaussian
signal with bandwidth B, and time width T;. That is, the jammer generates smart noise
jamming near the region with center R;.

For the mj-th forwarding of the n;-th intercepted signal, the signal modulated by the
jammer is represented as

R

R T
t—n;M;Ty—m;T;— =L R j270m; L A <t7 iM;Tj— 4T771>
IR it] [4 >x<tm]T]C])><lB]€] Ty, f npMpLy=—mjly Xna(t), (8)

T

where m; = 1,2,---,Mj — 1, Bj represents the amplitude of the jamming signal. The
working process of the jammer is shown in Figure 4.

Figure 4a represents the interception process of the jammer, which indicates the time-
frequency diagrams of the radar transmit signal and the intercepted signal by the jammer,
respectively. Figure 4b represents the modulation and forwarding process of the jammer,
which modulates the intercepted signal and multiplies it with noise to obtain smart noise
jamming, and the time-frequency diagram of the jamming signal is shown in the purple
part.
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(a) Interception

' Jamming signal

v

(b) Modulation and Forwarding

Figure 4. The working process of the jammer.

3.2.2. Received Jamming Signal

The jamming signal received by the radar is expressed as

Nj—1M;—1 R
=T L i (1-2)
1

—0 m— c
i’ljfo mjf

N;i—1M;—1
7]2 ]Z (t—an]T]—ij]—T]
= rect T

J

T,
i ] —n. o Tr—
)x(t—ij]—T]) X ﬁ]e]znmJTTAf(t My T =T =) o na(t), )

where 77 = zcﬁ
Similarly, the jamming signal is mixed with the reference signal and fed into the
LPF. The jamming signal is 1(t) = LPF(i(t) - x%,(t)). Figure 5 shows the dechirp and LPF

process of the jamming signal.

i A
A

_ g/Jamming signal
Reference signal 4+

— 7, —» ' t
— 7, ——>

ref
'l

0| t=

Figure 5. The jamming signal processing process.
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In conclusion, the proposed waveform and the conventional FMCW behave differently
in jamming scenarios. We compare the periodic jamming for the FMCW signal with the
non-periodic jamming for the proposed waveform by a schematic diagram as shown in
Figure 6. The proposed IPFC-FMCW signal with non-periodic jamming is better than the
FMCW signal with periodic jamming in smart noise jamming.

@

/ g

Jamming signal ———> #

i

il

Periodic :
jamming T

Echo signal

Nonperiodic
jamming

¥ T Echosignal

ﬁ

y

(i

I
|

|

o
—

O L
—

(a) FMCW (b) IPFC-FMCW

Figure 6. Comparison of two waveforms with smart noise jamming.
4. Waveform Design

For the proposed waveform, how to obtain the waveform parameters is the problem to
be solved. In this section, we first present the signal model after jamming suppression. Then,
we formulate the optimization problem with respect to the waveform parameters. Finally,
we propose a method based on simulated annealing to obtain the waveform parameters.

4.1. Jamming Suppression

In general, the power of the jamming signal is much higher than that of the echo signal,
and the jamming signal overlaps with the echo signal in the frequency domain. We perform
signal elimination on the part of the jamming signal and the echo signal that overlap in the
frequency domain. The jamming suppression diagram is shown in Figure 7.

f“ Echo signal Jamming signal
L] |
o | T g
Tref t
fT R
—— A — ! >
0 ! ! ! . ! ! ! t

Figure 7. The principle diagram of the jamming suppression.

According to (6), the window function of the echo signal is expressed as

Q-1 F—T5 —max{Tef, Toof — T
he(t,T): Zrect( q { refs lref }>/

Ty — I7|

(10)

where T = T¢f — T;. For the part where the jamming signal overlaps with the echo signal
in the frequency domain, the echo signal is submerged in the jamming signal because the
amplitude of the jamming signal is much higher than that of the echo signal. Usually, a
threshold is used to detect the jamming part. After the jamming detection, the jamming
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suppression is equivalent to adding windows to the received signal, where the window
function is expressed as

Wt ) = {Of 7(8)] > € - mean{7(1)]}, »

h¢(t,T), otherwise.

where the label mean{- } indicates the mean value of {-} within a pulse, and € is a parameter.
For a target, the signal after dechirp and jamming suppression is expressed as

! <t - T; - maX{Tref/ Tref — T}

XUPP(t, 1) = h(t,T) Y T

) « ejme(th,;‘fTref)TejZqu‘r. (12)
q=0

4.2. Waveform Design Problem Formulation

In the previous subsection, the signal expression after jamming suppression is given,
which means that the observed data are partially missing. Since data missing will reduce
the signal, widen the main lobe, and enlarge the side lobe, we use the range profile to
measure the waveform performance after jamming suppression and expect to optimize
waveform parameters to improve the radar performance.

In the tracking scenario, the received signal after jamming suppression is denoted as
xSUPP(t,0) for an ideal scatter target. The range profile of the received signal after jamming
suppression is expressed as

x0=[ PP (1, 0) 45U (1, 1), (13)
—00

which illustrates the performance of correlation with different delays. Here, the range
profile reflects the signal-to-noise ratio loss (SNRL), main lobe width (MLW) and peak to
sidelobe ratio (PSLR). SNRL refers to the loss of signal-to-noise ratio in the range profile
compared to the jamming-free signal. Jamming suppression reduces the observed signal
and increases the SNRL of the range profile, and we hope for the SNRL of the range profile
to be as small as possible. In order to maintain the high range resolution of the wideband
signal, we also hope to limit the MLW of the range profile to a certain range, namely
Tres < MLW(X(T)) < YmiwTres, Where Tres = 53 represents the ideal range resolution,
Ymiw = 1. The observed data are missing, which causes the increase of sidelobe level,
and we want the PSLR to be as high as possible to reduce the sidelobe level. In order
to reduce the proportion of jamming, constrain the sidelobe level and limit the main
lobe width, we select the SNRL, MLW, and PSLR as the optimization objectives. Next,
waveform parameters are designed to achieve a good range profile performance after
jamming suppression. Let ¢ denote the vector variable consisting of the widths of FMCW
chips, namely

t= [To,Tl,"' /TQ—1]~ (14)

Let f¢ denote the frequencies of the chips of the transmit signal, which is expressed as
fC: I:fOIfl/"'/fol]' (15)
The IPFC-FMCW design problem is then formulated as

' B B B rec MLW(X(T)) — Tres
min I = SNRL(x(7)) — YPSLR(X(7)) — Imiw t( (ontve — 1) Tres >

s.t. fqef,fq+“Tq§fc+B/q:()/l/"'/Q_l/

0-1
Y T =T, (16)
q=0
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where 7 represents the compromise coefficient between SNRL and PSLR of the objective
function. Then, 7y, represents the MLW coefficient after jamming suppression, which
indicates the range resolution of the waveform after jamming suppression is in a certain
range of Tres < MLW (X(T)) < YmiwTres- The Ly is a large constant that satisfies the
constraint of MLW.

4.3. Waveform Design Method

Equation (16) wields optimization over waveform parameters to find the width and
frequency coding for each chip of the transmitted signal. The optimizations are non-linear
and require a multi-dimensional parameter search. The simulated annealing algorithm is
a global random search method based on the evolution of survival of the fittest, natural
selection, and population genetic evolution in nature [27]. It is widely used in automatic
control, pattern recognition, engineering design, and intelligent fault diagnosis to solve
complex non-linear and multi-dimensional optimization problems. So, we use the simu-
lated annealing algorithm to optimize the waveform parameters.

For the problem of waveform parameters optimization, we first randomly choose a set
of waveform parameters conforming to the constraint conditions in (16) as the initial values,
and then, we use the simulated annealing algorithm to obtain the waveform parameters
t, f¢ of the transmit waveform under a specific jamming strategy. The process of the
simulated annealing algorithm is described in Algorithm 1. This demonstrates a heuristic
random search process. As the temperature decreases, we obtain the waveform parameters.

Algorithm 1 Simulated Annealing

Input: Initial temperature Tnax, termination temperature Tp,i, annealing coefficient u,
Kmarcov, T = Tmax- Randomly generate the width and frequency coding of each chip
conforming to the constraints of (16), denoted as tcurrest, féyrrest- Initialize the evaluation
value leyrrest.

Steps:

1: while T > Ty, do

2. fori=1, - -, Kmarcov

3: Two chips are randomly selected from tcyrrest and f$ e, and the width and
frequency of these two chips are modified to obtain the new tpew, fiew that satisfies the
constraints of (16).

4 Calculate the evaluation value /hew corresponding to fnew, frew-
5 if lhew < lcurrest

6: tcurrest = tnew, fccurrest = fﬁew/ lcurrest = Inew

7: if lnew < lbest

8 thest = tnew, flgest = frclewr Ibest = Inew

9 end

10: else Inew > lcurrest

11: Generate random number 7 € [0, 1] to compare with exp(— (Inew — lcurrest) / T)-
12: if 1 <eXp(*(lnew - lcurrest)/T)

13: teurrest = tnew, f cCurrest = .f rCIeW' leurrest = Inew

14: else

15: thew = teurrest, f rﬁew = f ccurrest

16: end

17: end

18:  end for

190 T=Txu

20: end while
Output: #peg, fﬁest/ Ipest-

5. Range Recovery Approach

In this section, we first provide the signal model after jamming suppression. Then,
we introduce a new signal processing method to recover parameters of scatterers from the
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radar echoes after jamming suppression. Compared with the existing grid-based range
recovery methods, the proposed range recovery method including a REFINE step is suitable
for scenes with missing observations.

5.1. Problem Formulation

First, the received signal is uniformly sampled with rate F; = T%' where T; is the
sampling interval. In particular, the sampling rate F; is set to Fs = %, where Ry is the

maximum detection range. The number of sample points is G = L%’J , and the sample time
instances are t = Tyef + gTs, where g € {0,1,- - -, G — 1}. Then, the jamming suppression is
performed on the received signal to obtain the signal model after jamming suppression,
and the sampled signal after jamming suppression is given by

K-1 | oo
glg) =h[g] (2 Bre P UGt Tt w[g1>,gn e [T o], (17)
k=0

where W|[g] is the discrete-time Gaussian noise, and h[g] = h(Tes + ¢Ts, T) € {0, 1} indicates
whether the echo is located at the g-th sample. The frequency describing the unknown

parameter T is expressed as ( fq+a(gTs — T;)) in (17).
Next, we present the non-zero observed data. For the unknown parameter 7, the

frequency of the g-th sample is expressed as f[g] = (fq +a(gTs — T;)) ,8Ts € {T;, qu+1} .

Denote the frequency vector of sampled data by f = [£[0], f[1], -+, f|G —1]]T € RC. Since
h(g] € {0,1}, there are many zeros in the observed data, and we construct an effective
frequency vector. For the sample h[g] = 0, we first remove the frequency f|g] from f; then,
we arrange the remaining frequency in an ascending order to obtain the effective frequency
vector f = [f[0], f[1],-- -, f[G — 1]] € R®, where G represents the number of non-zero
observations after jamming suppression. The sampled signal after jamming suppression is
obtained by using the same method, which is expressed as

K-1

ygl = Y B 8% +wig], (18)
k=0

where w[g] is constructed by @[g] in the same way as y[g] from j[g]. We denote by
y = [y[0],y[1],---,y[G —1]]T € CC the received signal. The task of high-resolution radar
is to recover the range of the scatterers, which can be recovered by estimating the values of
{Rk} from 'L_'k.

5.2. Range Estimation Method

The subsection introduces the proposed R-OMP algorithm that estimates the ranges
of multiple scatterers.

In this subsection, we estimate the delay Ty by using the received signal. We then infer
the corresponding range Ry from the delay estimation.

The received signal is expressed as

K-1
y=) pra(%) +wn=01--- ,N-1, (19)
k=0

where T and By, are the time delay parameter and complex scattering coefficient of the k-th
scatterer, respectively, a(%) = [e/>f 0% ei2nfllT ... ei27f [G_l]fk}T € CC is the steering
vector, and w is constructed by w[g] in the same way as y from y[g].

In this part, we develop an iterative algorithm to estimate the range, denoted as
R-OMP, which operates over the continuous-valued parameter space [9]. For each iteration,
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we use the grid-based CS algorithm to obtain rough estimates of scatterers and then obtain
the accurate estimation of scatterers through refinement [35].

To recover the radar scatterers, the delay is first discretized by intervals equal to the
range resolution, which is expressed as Tes. Thus, the grid set of discretized is denoted
by T:= {10,7!,--- ,tU~1}. Assuming that the scatterers are located on these grids, the
scatterer scene can be indicated by B € CY with entries

Br. if there exists T = 7",
= 20
(Bl {0, otherwise. (20)
Following (19), it holds that
y=AB+w, (21)

where A € C©*U is the steering matrix, the entries of which are given by [A] = a(t").
The first part calculates the rough estimation of the parameters. Assume that before

the k-th iteration, we obtain the estimation results () _; = {B;, fi}f;ol from the previous

k — 1 iterations. Firstly, the residual signal is calculated according to the received signal

and the estimated results of k — 1 scatterers, which is expressed as

-1
i k=1 (( Ak—1\H pk—1 k—1\H
iy =y— A ((AFH)HART) Ak, (22)
where A1 = [a(1),a(%;),- -, a(f;_1)] represents the steering matrix composed of k — 1
scatterers. Then, the rough estimate of the k-th scatterer is expressed as

{fc} = argmax ’AHP(%,(, y|, (23)
T

1

b= (a"(8)a(2)) " a(5)y. @4)

Then, The next two positions should add an indentation. the parameter set of the first
k scatterers is expressed as
O = Q1 U {Br, &} (25)

In fact, the time delay 7 of the scatterer is not always at the grid set, and there is a
grid mismatch. Next, we refine the parameter set to obtain accurate estimation results.

The second part refines the parameters by gradient descent using backtracking line
search. The REFINE step aims to find the maximum likelihood estimate by minimizing the
loss function using iterative gradient descent through the rough estimation ) obtained at
the first part as initialization. The loss function is defined according to the rough estimation
parameters (), expressed as

2
: (26)

A

() =

k
y—Y Bia(t)
=0

NI~

Then, we obtain the {By, fi}_,. We summarize the proposed algorithm in Algo-
C'f'k
k.

rithms 2 and 3. The range estimate Ry is expressed as Ry =
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Algorithm 2 R-OMP

Input: signal y, sparsity K, and parameter ) 1 = @
fork=0:K-1
. L
1: Compute the P()kily

2: Find the parameter {1} of the k-th scatterer
3: Find the parameter {3} of the kth scatterer
4: Update: Qk = Okfl U {Bk/ T}
5: () + REFINE(y, ().

Output: Q.

Algorithm 3 REFINE(y, (2)

Input: Parameter ag, 7 € (0,0.5), 1 € (0,1)
repeat:
1: foreach O in O
2. Compute loss function /(Q}) and gradient VI(Q))

3 a+ag QO

4: repeat:

5: Update QO + QF — aVI(Q), a  a x p
6: until: 1(Q) <I1(Q) — 5a(VI(QF))?

7. end for

until convergence

6. Simulations

In this section, we set the simulation parameters and present the evaluation results of
waveform design and range recovery approach.

6.1. Simulation Settings

For convenience, we summarize the main parameters used in the experimental evalu-
ation in Table 1.

Table 1. The simulation parameters.

Parameter Value
Radar initial frequency f; 8 GHz
Radar pulse width T 50 ps
Radar signal bandwidth B 2 GHz
Number of carrier frequency M 50
Frequency interval Af 40 MHz
Number of chips Q 8
Tracking delay error T — T 0 us
Radar sampling frequency fs 40 MHz
Jammer sampling period T 1us
Jammer duty cycle parameter M; 2
Number of scatterers K 4
Scatterers amplitude By {1,1,0.32,0.18}
Scatterers ranges Ry {3,4,5,6.87} m
Monte Carlo trials M, 00

In the next discussion, we use FMCW (ideal) to denote an ideal FMCW signal without
jamming. We give the range profile results of different waveforms to illustrate the validity
of the proposed waveform. We use the hit rate as the performance criterion to demonstrate
the radar performance in different noise levels for different waveforms and methods. A
“hit” is defined if a scatterer’s range is successfully recovered. Each hit rate is calculated
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over M. Monte Carlo trials by recovering the scatterers depicted in Table 1. The root mean
square error (RMSE) of range estimation is used to evaluate the estimation accuracy and
compared with Cramer-Rao bound (CRB) [36]. Particularly, we carry out M, Monte Carlo
trials and denote the RMSE of {R} by

_ 1 M1 PN
RMSE of Re: | 7= ) (Re = Rj)", (27)

¢ i=0

where R} represents the range estimation results of the k-th scatter for the i-th Monte Carlo
trial. In addition, the range recovery results of different waveforms and different algorithms
are also given, which intuitively show the recovery performance of different waveforms
and different algorithms for different scatterers.

6.2. Waveform Design Evaluation

In this subsection, we carry out simulations to verify the effectiveness of the proposed
waveform design method. First we introduce the choice of coefficients for the waveform
design optimization problem, and then the waveform design evaluation is conducted in two
kinds of jamming scenes. In the first scene, the jamming parameters are estimated, while
in the second scene, the jamming parameters are unknown. The proposed IPFC-FMCW
waveform with random parameters is compared with the ideal FMCW waveform without
a jamming signal to show the effectiveness of waveform parameters design.

6.2.1. Optimization Problem Coefficient

For the jamming scene in Table 1, the SNRL and PSLR are obtained in different 1y
against various -y, as shown in Figure 8. From the figure, it is seen that the SNRL and PSLR
are fluctuating in different 7, which is because the optimization space is discrete. As the
Ymlw factor becomes larger, PSLR becomes larger. When the coefficients of the optimization
problem are within a certain range, we obtain good waveform performance. In the next
simulation, the compromise coefficient 7 = 1 between SNRL and PSLR of the objective
function, the constraint coefficient Iy, and the MLW coefficient y,,;,, are set as 100 and
4/3, respectively.

16 1
‘ 7m1W:5/4 A 7m1W24/3 B ’YmIW:3/2‘

0 1 2 3 4 5 6 7 8
v

‘_*_'lew =5/4 —A—iw =4/3 —=—1yiw = 3/2‘

0 1 2 3 4 5 6 7 8
v

Figure 8. SNRL, PSLR versus different «y.

6.2.2. Jamming with Estimated Parameters

We consider the scenario where the jamming parameters are estimated. The jamming
parameters are shown in Table 1. The waveform parameter design under a specific jamming
strategy is considered.
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First, we compare the SNRL, PSLR and MLW of the optimized waveform with other
waveforms, and the results are shown in Table 2. It can be seen from the table that the
PSLR of FMCW waveform is relatively poor because the FMCW waveform is periodically
missing in the frequency domain due to jamming, and the grating problem is severe.
The IPFC-FMCW waveform with optimized parameters has better performance than the
IPFC-FMCW waveform with random parameters.

Table 2. Performance comparison with different waveform when jamming parameters are known.

SNRL (dB) PSLR (dB) MLW (m)
FMCW (ideal) 0 13.25 0.075
FMCW 3.01 3.92 0.075
Random 2.68 6.96 0.1
Optimized 222 16.69 0.096

Then, we compare the range profile of the optimized waveform with other waveforms
as shown in Figure 9. We use the ideal FMCW waveform without jamming as a reference. As
we can see, the amplitude of the peak of the black line is 0 dB, indicating the peak of an ideal
FMCW signal with no signal loss. The peaks of several other waveforms are below 0 dB,
indicating the signals are missing due to jamming. The proposed waveform with optimized
parameters has the least signal loss. For sidelobe levels, the proposed waveform with
optimized parameters has a smaller sidelobe level than other waveforms. The IPFC-FMCW
waveform with optimized parameters has a smaller SNRL and a lower sidelobe compared
with the FMCW waveform and the IPFC-FMCW waveform with random parameters.

0 ——FMCW (ideal)
FMCW
Random

——— Optimized

—20

—95 L

amptitude/dB

—30 -

—35 1

—40
—0.025 —0.02 —0.015 —0.01 —0.005 0 0.005 0.01 0.015 0.02 0.025

7(ps)
Figure 9. Range profile comparison of different waveforms when the jamming parameters are
estimated.

6.2.3. Jamming with Unknown Parameters

We consider the scenario with unknown jamming parameters. Because of previous
observations, the jamming parameters are obtained from historical jamming parameters
set 77 and M7, ie., T7 = {1 ps,2 ps}, and M7 = {2,3}. The design of waveform
parameters is considered under the uniform distribution of different typical jamming
parameters.

First, we compare the SNRL, PSLR and MLW of the optimized waveform with other
waveforms, and the results are shown in Table 3. It can be seen that the PSLR of FMCW
waveform is relatively poor, and the IPFC-FMCW waveform with optimized parameters
has better performance than the IPFC-FMCW waveform with random parameters.
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Table 3. Performance comparison with different waveform when jamming parameters are unknown.

SNRL (dB) PSLR (dB) MLW (m)
FMCW (ideal) 0 13.25 0.075
FMCW 3.67 2.86 0.075
Random 24 8.9 0.097
Optimized 2.01 12.83 0.082

Then, we compare the range profile of the optimized waveform with other waveforms
under different jamming parameters. For each jamming scenario, the IPFC-FMCW wave-
form with optimized parameters has a smaller SNRL and a lower sidelobe compared with

FMCW waveform and the IPFC-FMCW waveform with random parameters, as shown in
Figure 10a—d.

[ FMCW(ideal) 0 — T
FMCW ‘ ——FMCW (ideal)
B Random ~5r —— FMCW
——— Optimized Ran{dqm
TS - 10} 1 | ——— Optimized
n . @
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—~ —~
o o
k=] ' k]
S -20r 3
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& i I z
g -2 f g
5 “‘| l <
—30} ‘ | I
_35 ]
|
A “h | I
.05 —0.02 —0.015 001 n nn 0 0005 00l 0015 002 0.0% 10025 ~0.02 —0.015 001 ~0.005 0 0 nn 0 01 001 002 0.025
7(us) 7(us)
(a)szlus,M]:2 (b)T]ZZ},LS,MIZZ
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(C)T]ZIHS,MIZB) (d)T]ZZHS,M]=3

Figure 10. Range profile comparison of different waveforms under different jamming parameters.
6.3. Range Recovery Approach Evaluation

In this subsection, we perform simulations to verify the effectiveness of the proposed
range estimation method. The ranges and amplitudes of scatterers are shown in Table 1,
respectively. The powers of the first and second scatterers are the same, and the powers
of the third and fourth scatterers are 10 dB and 15 dB lower than the power of the first
scatterer, respectively.

First, the range recovery results of a single-trial are shown in Figure 11a-d, where
the signal—to—noise ratio (SNR) of the first scatterer is set to 10 dB. The SNR is defined as

SNR = 10log 45 1Bp , where 8 and ¢ indicate the amplitude of the echo signal and the power
of the AWGN, respectively. Matched filter (MF) technology calculates the correlation of the
received echo and the transmitted signal with different delays [37]. Compared with the
MF algorithm, the estimation result of the proposed algorithm is closer to the true point.
The comparison of the existing MF and our method shows the superiority of the proposed



Remote Sens. 2022, 14, 5149

17 of 20

method in the performance of range recovery. In addition, the reconstruction results of the
optimized waveform are better than the results of other waveforms.

Then, we simulate the performance of scatterer recovery versus different radar SNR.
The hit rate performance is utilized as the performance criterion. Each hit rate is calculated
over 500 Monte Carlo trails by recovering the locations of the four scatterers depicted in
Table 1. The hit rate versus SNR of the first scatterer is shown in Figure 12. Observing
Figure 12, we note that the hit rate of the R-OMP method of the IPFC-FMCW waveform
with random parameters, IPFC-FMCW waveform with optimized parameters and FMCW
waveform without jamming reach a probability of one with the increasing of SNR, and the
hit rate based on the R-OMP method for FMCW waveform does not reach a probability of
one because the fourth scatterer is not detected due to the high sidelobe level. Figure 12
also shows that the waveform with optimized parameters has better performance than the
waveform with random parameters. In addition, compared with the MF method [37], the
R-OMP method has a higher hit rate and better performance.
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| | | |
| | | |
| | | |
_06f | | _osf | |
2 \ \ - ‘ ‘
| | | |
os} o os} o
| | [ ] | | [
| | | | | L]
L | | | L | | | 4
02 | | | L 02 | | | L
| | | | | | | | LJ
| | | | | | | | |
o ‘ \ \ I L ‘ o \ \ I ‘ L L
1 2 3 4 5 6 7 8 9 1 2 3 4 5 6 7 8 9
R/m R/m
(a) EMCW (ideal) (b) EMCW
" "
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| | | |
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Figure 11. Recovery result of range parameter.
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0 5 10 15 20
SNR/dB

Figure 12. Range recovery hit rate versus different SNR.

Next, we compare the RMSE of range estimation with other methods in the strong and
weak scatterer for the different waveforms. The RMSE are obtained through 500 Monte
Carlo trials. The RMSE values of the range estimate obtained via different algorithms and
waveforms are compared with the corresponding CRB against various SNR, as shown in
Figures 13 and 14. From Figure 13, we see that the proposed method asymptotically reaches
CRB, illustrating the validity of the proposed method. It can be seen from Figure 14 that
the traditional FMCW waveform has a high sidelobe due to jamming, and the proposed
waveform has a better PSLR, so that the weak scatterer is estimated effectively.

——MF(FMCW)
—10g —+— MF(Random) 1
—e— MF(Optimized)
—%—R-OMP(FMCW)

|
—
=

m —A—R-OMP(Random)
T a0t —=—R-OMP (Optimized) |
g CRB(weak)
E ~25 = =
<)
D s0f 1
3
-
*
—35 | g
—40 | B

1 1 1 1 1 1 1
—20 —15 —10 -5 0 5 10 15 20

SNR/dB

Figure 13. Range RMSE of strong scatterer.
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a5l R-OMP(Optimized) |
CRB(weak)
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—50 1
—35 -30 —25 —20 —15 -10 -5 0 5
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Figure 14. Range RMSE of weak scatterer.

7. Conclusions

In the paper, a waveform design approach and range estimation method were pro-
posed in smart noise jamming scenes for high-resolution radar. The IPFC-FMCW waveform
was utilized to solve the observations’ periodically missing problem of the FMCW wave-
form in smart noise jamming scenarios. The simulated annealing algorithm was utilized to
optimize the waveform parameters based on the range profile to obtain a better waveform
performance after jamming suppression. Considering the missing observation caused
by jamming suppression, the proposed range recovery algorithm is suitable for jamming
scenarios. Experiment results showed that the proposed waveform and the range recovery
method outperform the compared methods. For subsequent angle estimation, we per-
form the corresponding sum-difference angle measurements or array angle measurements,
which will be discussed in future work.
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