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Abstract: Polarization characteristics are significantly crucial for tasks in various fields, including the
remote sensing of oceans and atmosphere, as well as the polarization LIDAR and polarimetric imaging
in scattering media. Many polarimetric metrics (such as the degree of polarization, polarization angle
diattenuation, and depolarization) have been proposed to enrich the characterization and improve the
task performance in scattering media; yet, their related efficacy is limited, especially in high turbidity
conditions. The indices of polarimetric purity (IPPs), including three different depolarization metrics,
have been successfully applied to biomedical diagnosis. However, it is still debatable whether IPPs
also are excellent metrics for identifying or distinguishing objects in scattering media. In this work,
we seek to provide physical insights into the application of distinguishing and identifying different
objects via IPPs. Imaging experiments are devised and performed on different objects, e.g., metals and
plastics, under different turbidity levels, demonstrating the superiority of IPPs as excellent metrics for
object identification in scattering conditions. The experimental results show that the IPPs images can
enhance image contrast and improve discriminability, as well as break the limitation of traditional
intensity-model imaging techniques when further combined with dehazing or enhancing algorithms.
Importantly, as the used Mueller matrix (MM) and the related IPPs can also be obtained via other
types of MM polarimeters (e.g., PolSAR and MM microscopy), the proposed solution and idea have
potential for such applications as biomedical imaging, photogrammetry, and remote sensing.

Keywords: polarization; Mueller matrix; object identification; indices of polarimetric purity;
scattering media; remote sensing

1. Introduction

Polarization, as an intrinsic characteristic of the electromagnetic wave [1–4], has been
proven to be decisive for characterizing targets, as well as being extensively researched
and attracting much attention in various fields, such as the remote sensing of the oceans
and the atmosphere [5–8]. Polarization-based techniques (e.g., polarization LIDAR [9–11],
PolSAR [12–14], and polarimetric imaging [15]) can be employed to obtain not only the
intensity information but the polarization information of an object, e.g., the Stokes vec-
tor [16,17], degree of polarization (DoP) [18,19], angle of polarization (AoP) [20,21], and
depolarization index (DI) [22–24]. For example, the polarization information can be used
for navigation because the distribution of polarization (e.g., DoP and AoP) has a significant
relationship with the sun’s position [25–27]. This application is inspired by the insects,
who use the dorsal rim area of their compound eyes to determine the direction towards
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either the sun or antisun positions based on the overhead variation in the polarization of
light [26,28]. Moreover, as the polarization information has multiple dimensions, i.e., the
Stokes vector has four parameters and the Mueller matrix has sixteen parameters, it has of-
ten been used to improve the ability to detect and reconstruct the object information under
complex conditions, including hazy/fog weather, underwater/sea, biological tissue, etc.

Among various metrics of the polarization characteristic, the MM is the most promis-
ing one [12,24,29,30]. It contains 16 independent parameters (i.e., mij and i, j ∈ [0, 3]) and
is considered an “optical fingerprint” of the object of interest. MM is related to various
physical properties, e.g., the target material, observation direction/incident angle, and
object shape, and it has been widely applied via polarimetry and imaging configurations;
therefore, the MM-based polarimetric techniques have been widely developed and applied
to study various objects and physical phenomena [7,31]. Importantly, in ocean optics, there
is a growing need to detect and study underwater targets; but one of the biggest chal-
lenges is the scattered light caused by the underwater microparticles within the sea [32–34].
Yet, the relevant physical properties do not appear explicitly in the measured MM and
appropriate procedures are required to provide a more comprehensive knowledge of the
information contained in the MM [35].

Up to now, many approaches have been developed to interpret and decompose
the MM in different applications. For example, Manhas et al. [36] used the measured
backscattered MM to determine the optical rotation in chiral turbid media by a polarization
decomposition approach. Berezhnyy et al. [37] presented a complete spatial–temporal
polarization pattern description of the scattering medium’s MM, and then the polarization
patterns were used to separate polarimetric contributions of different scattering paths.
Cariou et al. [38] showed that the polarization contrast can be obtained using a pulsed
laser on immersed targets. They also presented that one could monitor the turbidity of
media via MM elements. Borovkova et al. [39] applied the Lu–Chipman decomposition
approach [40] and then complementary applied statistical, correlation, and fractal analyses
utilizing DI images to study the MM images of highly scattering biological tissues.

It is worth noting that various types of research have shown that depolarization is the
most important metric related to scattering media’s physical/polarization proprieties [41–45].
The existing depolarization methods have been proven effective in distinguishing targets
in scattering media. However, these methods use a single metric to characterize the depo-
larizing effects of objects and may not be sufficient to handle objects in strong scattering
conditions. To address this issue, the so-called indices of polarimetric purity (IPPs), a three-
dimension (3D) index, have been described in the literature [43–46]. It provides an improved
analysis and interpretation of the depolarizing mechanism involved in samples and has
been proven to be a powerful solution in biomedical imaging [41]. However, IPPs’ efficacy
in characterizing and analyzing the target in scattering conditions (e.g., under turbid water,
sea, etc.) has not been studied so far.

In this paper, we emphasize the interest in using IPPs in underwater applications, i.e.,
object imaging and identification. Specifically, we show, via a series of imaging experiments
under different turbidity, how the IPPs significantly enhance the image contrast and enrich
details, as well as highlight the presence of different materials/objects in the target scene.
Based on experimental results, we prove that it is possible to distinguish objects under
the presence of scattering media using their IPPs images when conventional intensity
image fails, an ability which, thanks to the enhanced image contrast introduced by IPPs, is
significantly better than that of standard techniques. In addition, we also show that IPPs
allow a further analytical description of objects than the commonly used 1D depolarization
index (such as the single-parameter depolarization ∆). Lastly, as the IPPs mode presents
higher contrasts in the corresponding images than the intensity mode, we preliminarily
verify that the idea and results confer advantages and could help break the limitations of
visible distance and the object discernibility in strong scattering media.
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2. Methods
2.1. Mathematical Methods

As a necessary step before further analysis, we first recall the basic definition of MM, a
4× 4 matrix (i.e.,M). It can be expressed by the following normalized form [1,5]:

M̂ =
M
m00

=

(
1 DT

P m

)
(1)

where M̂ is the normalized MM; m00 is the first MM element, representing the mean
intensity; P and D (with the scale of 3 × 1) represent the polarizance vector and the
diattenuation vector ofM, respectively. Notably, the absolute values of the two vectors
are the polarizance (i.e., P = |P|) and the diattenuation (i.e., D = |D|) [46,47]. The
3× 3 submatrix m relates to the retardance [48]. More information about the basic principle
of MM can be found in [1,47,48].

Generally speaking, there are two different ways, i.e., MM decomposition methods and
depolarizing metrics based on Mueller elements, to quantify the depolarization of samples.
The most extensively used MM decomposition method is the Lu–Chipman decomposition,
which is expressed as [40]:

M = m00M∆MRMD (2)

whereM∆ represents a depolarizer with nonzero polarizance and zero diattenuation;MR
denotes a pure retarder; andMD represents a diattenuator whose diattenuation vector D
is equal to the diattenuation vector ofM [49]. The three matrices in Equation (2) provide
the depolarizing, retardance and diattenuation information ofM, respectively, [50]. Based
on the decomposition in Equation (2), a commonly used depolarization metric, i.e., the
depolarization power ∆, can be calculated by [51]:

∆ = 1− | tr(M∆)− 1|
3

, 0 ≤ ∆ ≤ 1, (3)

where ∆ = 1 corresponds to an ideal depolarizer, while ∆ = 0 is related to a nondepolariz-
ing sample.

Regarding depolarizing metrics based on MM elements, one of the most commonly
used is the DI, i.e., P∆, which measures the complete depolarization capability related to
the target sample. It can be calculated by [52,53]

P2
∆ =

1
3

(
DDT + PPT +

3

∑
i,j=1

m2
ij

)

=
1
3

(
tr
(
M̂TM̂

)
− 1
) (4)

where 0 ≤ P∆ ≤ 1. P∆ = 1 corresponds to a nondepolarizing sample, whereas P∆ = 0
corresponds to an ideal depolarizer; in the latter case, all MM elements are equal to zero
except for m00.

Recently, another algebraic tool, i.e., IPPs, was developed for depolarization analysis.
IPPs contain three invariant and dimensionless indices [43,45,46], and represent the relative
statistical weights of the decomposed nondepolarizing components as well as provide a
more accurate description of the samples’ depolarization properties. IPPs are defined via
the Hermitian matrix H and can be obtained fromM by the following Equation [43,44]:

H(M) ≡ 1
4

3

∑
i,j=0

mij

(
σi ⊗ σ∗j

)
(5)
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where ⊗ denotes the Kronecker product; σ0 is the 2× 2 identity matrix; and σj, j ∈ {1, 2, 3}
are the Pauli matrices defined by Equation (6) [53]:

σ1 =

(
1 0
0 −1

)
, σ2 =

(
0 1
1 0

)
, σ3 =

(
0 −i
i 0

)
(6)

Therefore,the relationship between H and its corresponding MM can be expressed as:

H =
1
4


m00 + m01 + m10 + m11 m02 + m12 + i(m03 + m13) m20 + m21 − i(m30 + m31)

m02 + m12 − i(m03 + m13) m00 −m01 + m10 −m11 m22 −m33 − i(m23 + m32)
m20 + m21 + i(m30 + m31) m22 −m33 + i(m23 + m32) m00 + m01 −m10 −m11
m22 + m33 − i(m23 −m32) m20 −m21 + i(m30 −m31) m02 −m12 − i(m03 −m13)

m22 + m33 + i(m23 −m32)
m20 −m21 − i(m30 −m31)
m02 −m12 + i(m03 −m13)

m00 −m01 −m10 + m11

,

(7)

H is positive semidefinite and has four non-negative eigenvalues; it satisfies λ0 ≥ λ1 ≥
λ2 ≥ λ3 ≥ 0. The normalized eigenvalues of H have immediate physical meanings. IPPs
are defined based on the physical meanings via the following equations:

P1 = λ0−λ1
trH ,

P2 = (λ0−λ2)+(λ1−λ2)
trH ,

P3 = (λ0−λ3)+(λ1−λ3)+(λ2−λ3)
trH

(8)

where the IPPs are restricted by:

0 ≤ P1 ≤ P2 ≤ P3 ≤ 1, (9)

In Equation (9), we may find that P1 = P2 = P3 = 1 corresponds to a nondepolarizing
sample, whereas P1 = P2 = P3 = 0 represents an ideal depolarizer. Importantly, the degree
of polarimetric purity, i.e., P∆, can also be calculated by the three indices via:

P2
∆ =

1
3

(
2P2

1 +
2
3

P2
2 +

1
3

P2
3

)
. (10)

What is noteworthy is that IPPs have more advantages than P∆ and ∆ because IPPs
provide an additional physical interpretation of samples. In particular, P∆ and ∆, as the
global characterization of the depolarization, can only indicate whether the targeted sample
or object is depolarizing and the related depolarization level; yet, the IPPs can split the
global depolarization information into three parts (i.e., P1, P2, and P3) and thus improve
the complexity of the depolarizing mechanism [41,54]. In other words, we can characterize
and classify different depolarizers according to their particular IPPs values. It means that
the IPPs may open a new door to exploit the polarization information in terms of imaging
through scattering media, which indeed introduces the depolarization into the finally
recorded information [15]. More details on the physical interpretation of the parameters
(i.e., P∆, ∆ and IPPs) can be found in previous works [35,43,55].

Importantly, the IPPs can be represented into a 3D space (i.e., the purity space shown
in Figure 1) [43]. The feasible region of IPPs determined by Equation (9) forms a tetrahedron.
Any point on or into the tetrahedron can be interpreted as a particular type of depolarizer
(a pure or partial), which is characterized by a special connection of the three IPPs (i.e., P1,
P2, and P3.) For example, the point O(0, 0, 0) represents an ideal depolarizer, and C(1, 1, 1)
represents the state that is nondepolarizing. In the following section, we show that the 3D
interpretation of the depolarization can be used to enhance the image contrast further and
distinguish different objects imaged in scattering media.
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Figure 1. Purity space comprised of the three IPPs metrics (i.e., P1, P2, P3), which are the coordinates
in the purity space.

In addition, based on the Monte Carlo (MC) algorithm, Wang et al. [42] investigated
the depolarization performance of the polarized light in a fog scattering condition and
found that the IPPs could better describe the depolarization performance than the DoP.
Yet, there is a lack of experimental validation, and the related study on objects (not the
light) has not been considered. Our experiments presented in the following section were
designed to address the above consideration and answer whether the IPPs are excellent
metrics for object identification through scattering media.

2.2. Mueller Matrix Imaging System

Figure 2 presents the optical setup implemented to measure the MM of objects. The ob-
jects were placed in a transparent PMMA tank, which was filled with water and mixed with
semiskimmed milk to introduce turbidity. It is worth noting that the milk can well mimic
the scattering properties of seawater [56] with a scattering coefficient (µs) of 1.40 c/cm,
where c is the milk concentration [57]. By varying the milk concentrations, we can emulate
different optical thicknesses τ0, proportional to µsd, where d is the distance between the
camera and the object. Thus, we adjusted the milk/water mixing ratio in the experiments
to control the turbidity level.

Figure 2. Experimental setup of the MM imager/polarimeter.
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In the Mueller imaging system, the light source was a light-emitting diode (LED) with
a central wavelength of 625 nm. The incident light was modulated by a polarization state
generator (PSG) and subsequently analyzed by a polarization state analyzer (PSA). The
PSG and PSA consisted of a linear polarizer (P-1 or P-2, WP50L-VIS, Thorlabs Inc. Newton,
NJ, USA) and a rotated retarder, i.e., a quarter-wave plate (R-1 or R-2, WPQSM05, Thorlabs
Inc. Newton, NJ, USA) oriented at designed angles (as shown in Table 1) for measurements.
To obtain the MM of the object, 16 intensity images corresponding to different PSG and
PSA’s states were recorded by a monochrome CCD camera (AVT Stingray F-033B).

Table 1. Angles of the polarizers and quarter-wave plates in MM imaging system.

1 2 3 4

PSG 0◦/0◦ 90◦/90◦ 0◦/45◦ 45◦/45◦

PSA 0◦/0◦ 90◦/0◦ 45◦/0◦ 45◦/45◦

In particular, the object was illuminated four times, where the pth illumination corre-
sponded to a specific Stokes vector (gT); the corresponding (or qth) emission was analyzed
by a specific Stokes vector (tT). Accordingly, the p − qth recorded intensity could be
mathematically expressed in Equation (11):

ipq = tT
qMgp, p, q ∈ [1, 4]. (11)

Then, all recorded 16 intensities ipq formed a 4× 4 intensity matrix I , which was
expressed in Equation (12):

I = T TMS . (12)

where T and S denote the measurement matrices formed by tT
q and gp, obtained by the

settings in Table 1. Lastly,M can be derived by inverting (12), given the matrices G and T
are invertible, as expressed in Equation (13):

M̃ =
(
T −1

)T
IS−1. (13)

As such, based on Equations (8) and (13), the three IPPs can be obtained via the optical
system in Figure 2. In the next section, a series of imaging experiments were performed
based on the optical setup to verify the efficacy of IPPs characterization.

3. Results
3.1. Experiment-1: Imaging Example of MM and IPPs

In the first experiment, based on the recorded intensity images, we present the images
of an MM and the related IPPs calculated by Equations (8) and (11). The used objects
included a metal coin, a plastic coin, and a plastic baseboard, which were placed in a
transparent PMMA tank with a volume of 20× 15× 10 cm3. We added 2.5 mL of milk into
the water (whose volume was the same to the tank), i.e., the turbidity of this case was quite
low, and there was less scattering. Figure 3 presents the corresponding 4× 4 Mueller images.
Notably, we show the intensity image, i.e., m00 in a gray form for a clear presentation. As
different Mueller elements are related to different polarization characteristics, different
materials appear at different intensity levels in different subimages in Figure 3.
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Figure 3. MM image of the scene in clear water. (Here, the MM elements mij, i, j ∈ {0, 1, 2, 3} are
normalized by m00).

For a further comparison, Figure 4 presents the images corresponding to the three
IPPs and P∆. From Figure 4, we may observe that the coin on the left has a high level
in Pi, i.e., P1, P2, P3 → 1, which means that this object corresponds to a material of lower
depolarization, i.e., metal; while for the coin on the right, the related IPPs values are close
to zero, which means this coin corresponds to a high-depolarizing material, i.e., plastic.

Figure 4. Images related to IPPs and P∆.

Another interesting finding is that the right region in these images, which corresponds
to the pure scattering media without any objects, has a very low intensity level (i.e., as
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shown in the m00 image in Figure 3), but the corresponding Pi values are higher than in the
region corresponding to the baseboard. This is because the scattering media has a lower
depolarization than plastic due to the polarizing effect of scatterers (i.e., the microparticles).
Moreover, when comparing the images of Pi and P∆, it seems that they have a similar trend,
but obviously, the combination of Pi has more signatures. In the following section, we
further discuss the advantages of the characterization by IPPs.

3.2. Experiment-2: Object Identification in a Strong Scattering Medium

To further validate the effectiveness and the superiority of the IPPs characterization
in enhancing the image contrast and distinguishing different objects, in this section, we
first present an example imaging experiment at a higher turbidity level (i.e., milk volume:
6.5 mL). Figure 5a presents the raw intensity image (i.e., m00), and Figure 5b–d present
the images of P1, P2, and P3. From the figure, we may find that no useful information
can be extracted from the raw image directly under this condition. In contrast, the three
IPPs images show more useful information and a significantly enhanced image contrast.
Importantly, we can instantly distinguish the metal coin and the plastic coin as they have an
obvious gray-value difference in the last three images, i.e., the Pi value corresponding to the
metal still has a higher level, while that of the plastic is kept at a lower level. These results
verify the ability of IPPs to distinguish objects of different depolarizing characterizations,
which may break the visibility limitation in traditional intensity imaging techniques.

Figure 5. (a) Intensity (i.e., m00) image and IPPs images: (b) P1, (c) P2, and (d) P3. All four images are
normalized for an enhanced visual display.

Next, to quantitatively show the advantages of IPPs for distinguishing different objects,
we compared three regions (with a size of 70× 70 pixels) in Figure 5a corresponding to the
metal coin (i.e., red rectangle), plastic-1 coin (i.e., green rectangle), and plastic-2 board (i.e.,
blue rectangle), respectively. Figure 6a presents the intensity histograms related to the three
regions. From the figure, we may find that the three regions, i.e., three objects, cannot be
distinguished from the point of view of the intensity, which is consistent with the result in
Figure 5a. Figure 6b presents the scatter distributions of the three regions in terms of IPPs.
It shows that the three regions are clearly separated in the 3D purity space. We also show
the histograms related to P∆ in Figure 6c. Notably, P∆ can separate different regions, but it
is just a specific combination of IPPs and loses the ability to provide a multidimensional
characterization. In the next section (i.e., Experiment-3), we further prove the advantage of
IPPs’ ability to provide a multidimensional characterization.



Remote Sens. 2022, 14, 4148 9 of 18

Figure 6. Comparison for three regions in terms of (a) intensity histograms, (b) IPPs, and (c) P∆.

To quantitatively evaluate the indiscernibility of different objects (e.g., objects A and
B) and compare the abilities of different metrics (i.e., intensity, P∆, and IPPs), we define the
visibility parameter in Equation (14):

V =
|MA −MB|
MA + MB

(14)

where Mj, j ∈ {A, B} represents the mean intensity value of the object j. From a practical
standpoint, the average value of V = 5% for the contrast threshold defines a conventional
distance called the “meteorological visibility distance” [58].

Table 2 compares the visibility parameters of different metrics. We may observe that
one cannot distinguish the three selected regions in Figure 5 via the intensity values since all
three V-values are lower than 2%, while the V-values corresponding to P∆ are significantly
improved. We also note that the V-values corresponding to P2 are higher than P∆, improving
the visibility distance between different regions by 14.2%, 18.6%, and 12.8%, respectively.
Inspired by Eeckhout’s work in [41], we also calculated the V-values corresponding to
P2 − P1, and the distance between A and C regions was further improved. In fact, there
must be a possible parameter determined by IPPs that has a improved visibility.

Table 2. Visibility parameters between different objects, i.e., the three selected regions in Figure 5.
Here, A is related to the metal coin, B to the plastic coin, and C to the plastic board.

m00 P∆ P1 P2 P3 P2 − P1

A–B 0.002 0.481 0.355 0.549 0.426 0.317
A–C 0.014 0.323 0.242 0.383 0.277 0.396
B–C 0.011 0.187 0.124 0.211 0.169 0.091
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Another useful task is to study how the IPPs values change when varying the turbidity
of scattering media. To address this issue, we expanded the imaging experiments to a wider
range of turbidity, i.e., 14 different milk/water mixing ratio were used in the experiment,
including adding 0, 1, 1.5, 2, 2.5, 3, 3.5, 4, 4.5, 5, 6, 6.5, 7, and 7.5 mL of milk to the water tank.
The same scene as the previous one was used in the experiments. We chose two regions
with the size of 70× 70 related to the metal coin and plastic coin, respectively, to calculate
their IPPs values. Figure 7 presents the 3D scatter distribution.

Figure 7. IPPs values change when varying the turbidity of scattering media: (a) metal coin and
(b) plastic coin.
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Figure 7a presents the results for the metal coin and Figure 7b for the plastic coin.
Moreover, Figure 7 also presents the 2D scatter distribution between every two IPP values,
i.e., P1 − P2, P1 − P3, and P2 − P3, to separately analyze the difference and the relationship
among the IPPs. From the figure, we may observe that the thee IPPs values appear to have
an approximately linear positive correlation both for the high-depolarizing (i.e., plastic)
and the low-depolarizing (i.e., metal) material. Yet, the significant difference was that
the metal’s IPPs decreased with the increase of turbidity levels, but the opposite was true
for plastic. We also found that the IPPs values related to the high- and low-depolarizing
materials tended to have similar levels when the turbidity level became quite high. This
result was consistent with that in the fog environment shown in a previous work [59], i.e.,
the DoP of the reflected light had a lot of convergence in terms of highly scattering media.

3.3. Experiment-3: Comparison between IPPs and P∆ in Distinguishing Different
Polarizations Information

In the third imaging experiment, we verified that the IPPs had a better performance
in distinguishing different objects than the P∆. Figure 8a shows the intensity image of
objects, which includes a metal coin (A), two stacked film polarizers (B), paper tags (C),
and a plastic baseboard with high-depolarization properties (D). The objects were placed
in a tank with a volume of 65× 25× 25 cm3. Figure 8b presents the enlarged views of the
two film polarizers (i.e., B). In this experiment, we added 16 mL of milk into the water, and
Figure 8c presents the images of normalized IPPs and P∆.

Figure 8. (a) Intensity image of a clear scene containing a metal coin (A), two stacked film polarizers
(B), paper tags (C) on a plastic baseboard (D). (b) Diagram of the two polarizers’ positions. (c) Images
of the metrics: IPPs and P∆.

From the figure, we may observe that most objects with different materials can be dis-
tinguished in the P∆ image, but the two polarizers fail. On the contrary, we can distinguish
them from the differences in the IPPs image, such as the P3 image. This is because P∆ is
just a special combination of the three IPPs, and it may obscure the polarization difference
between different objects. To better demonstrate the advantage of IPPs in distinguishing
polarization differences, which may not be observed in the P∆ image, Figure 9 presents
intensity profiles across the four lines on the two polarizers from Figure 8c. The results
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suggest that IPPs, particular P2 and P3 in this case, can effectively distinguish different
objects, i.e., the two edges of polarizers can be clearly observed, while P∆ cannot, as only
the edges of polarizer-1 is observed.

Figure 9. Intensity profiles across the four dashed lines in Figure 8c, where the IPPs metrics show
clear intensity differences at the two polarizers’ edges.

4. Discussion
4.1. Enhancement for IPPs Images

As we concluded in the former sections, we found that the IPPs images provided
enriched details and may have a significant superiority in distinguishing different objects
than P∆. Due to the advantages of IPPs as polarization characteristics, the qualities (in-
cluding the image contrast and discriminability) of basic raw images were higher than
in the intensity mode. The lead in image quality is likely to increase by combining with
a postprocessing enhancement algorithm. In this section, we perform additional experi-
ments and compare the image quality of the results with and without the postprocessing
enhancement algorithm.

In these additional experiments, we used the same experimental setting and objects
as in Section 3.3. Figure 10a shows the raw intensity images captured in three different
turbidity waters by adding 16 mL, 19 mL, and 21 mL of milk (i.e., low, medium, and high
turbidity levels), respectively. From the raw images shown in the first row of Figure 10,
one may find that it is not easy to extract helpful information directly. Notably, we also
cannot distinguish different materials in terms of the intensity level. For example, we
cannot distinguish the polarizers and the words “TJU” (written by an oil pen) because they
have similar intensity levels and both appear black, while the paper tags and the plastic
backboard have similar intensity levels and appear white. Importantly, when the turbidity
level increases, the visibility rapidly decreases, and all objects seemingly disappear.

Now, we demonstrate that the IPPs have the potential to extract more useful infor-
mation if combined with a follow-up processing enhancement algorithm; as an example,
the contrast-limited adaptive histogram equalization (CLAHE) was applied in this work.
CLAHE is a variant of the adaptive histogram equalization (AHE) algorithm, which can
be applied to improve the contrast of images by considering the overamplification of the
contrast. Specially, CLAHE operates on small regions in the image, called tiles, rather than
the entire image in traditional AHE algorithms. The neighboring tiles are combined using
a bilinear interpolation to remove the artificial boundaries. More details about the CLAHE
algorithm can be found in previous publications [60–62].
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Figure 10. Comparison of different enhanced images: (a) raw intensity image; (b) enhanced raw
intensity image, and (c–e) enhanced IPPs images via CLAHE algorithm.

To compare the changes of image quality with and without postprocessing the raw
intensity or IPPs images, we first directly applied the CLAHE enhancement algorithm to
the raw intensity images (as shown in the first row of Figure 10), i.e., Figure 10a, and the
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results are presented in the second row of Figure 10, i.e., Figure 10b. From the results, we
may observe a slight enhancement of the image contrast and improvement in restoring
details. However, the uneven illumination causes an obvious “bright hole” in the enhanced
results because the postprocessing algorithm magnifies the intensity difference in the
raw images. Notably, although the intensity contrast has been slightly enhanced, the
polarization differences (e.g., differences between the polarizers and words, the paper tags
and plastic baseboard) are still indistinguishable. This is due to the inherent limitation of
intensity-mode techniques, and the enhancement algorithm cannot restore the information
that does not exist originally in raw intensity images.

Subsequently, we applied the CLAHE algorithm to the three IPPs images, and the
results are presented in the last three rows in Figure 10, i.e., Figure 10c–e. From the results
in the first two columns (i.e., the low and medium turbidity levels), one may observe
that the enhanced IPPs images have excellent performance in all regions, including the
metal coin, polarizers, and paper tags. Notably, the intensity level in the IPPs images is
evenly distributed because the images are insensitive to the intensity information, i.e.,
the nonuniformity of intensity images does not affect such images related to polarization
characteristics. Moreover, we can clearly distinguish the objectives of different materials,
especially the two polarizers. Importantly, in the high turbidity level, the enhanced IPPs
images (as shown in the last row of Figure 10) also have a significant advantage in extracting
details and distinguishing different objects. The results again show that the IPPs have
significant advantages for enhancing image contrast and simultaneously distinguishing
objects of different polarization characteristics, making it a promising solution to break the
limitation of traditional intensity-based imaging techniques.

CLAHE is just a basic image enhancement algorithm, and it can be replaced by other
advanced postprocessing algorithms, such as frequency-analysis-based [63] and learning-
based methods [64,65]. In doing so, the final performance above and the advantages
of IPPs as metrics for identifying objects in scattering media can be deeply confirmed.
However, it is worth noting that as the IPPs are derived from an MM polarimeter system,
the traditional time-division system must record 16 intensity images to solve the MM.
Therefore, compared with Stokes based metrics (e.g., DoP and AoP), the IPPs (i.e., MM-
based metrics) improve the identification performance at the expense of collecting more
images. In some applications, such as the underwater imaging task presented in this work
and biological tissue characterization in biomedical imaging tasks, this drawback can be
overcome by using polarization cameras, which can image linear Stokes maps with a single
shot, making high-speed and real-time applications feasible. More information about this
solution can be found in previous works [66–69].

4.2. A Simple Example of Applying IPPs in Remote Sensing

In this section, we preliminarily verified that the IPPs could be directly used for tasks
in remote sensing via a PolSAR example. Figure 11 presents the verification results related
to the San Francisco Bay area, where Figure 11a presents the PolSAR image from NASA
AIRSAR instrument (Courtesy NASA/JPL-Caltech) using lexicographic color [70] and
Figure 11b presents the related m00, i.e., the intensity mode, image. Based on the solved
MM, we can obtain the corresponding IPPs and P∆ images [4], which are presented in
Figure 11c-1–c-4. The figure shows that the IPPs provide more useful information, such as
these details in the marked B-region. Moreover, the IPPs metrics, e.g., P1, show a significant
difference in the ocean area (such as the details in the marked A-region), which cannot be
distinguished in the intensity-mode and other metrics images.

Notably, the results presented in Figure 11 are not well filtered, so the image quality
(including the contrast and the signal to noise) is not better. However, this issue can be
addressed by using applicable filtering algorithms [71–73]. As such, the performance of
IPPs would be significantly improved. In a word, although only based on a preliminary
attempt, these results provide the possibility of applying IPPs metrics in the field of remote
sensing, such as PolSAR.
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Figure 11. San Francisco Bay area (a) lexicographic color-coded PolSAR image (|VV|, |HV|, and
|HH|) [70]; images of (b) m00, (c-1–c-4) IPPs and P∆.

5. Conclusions

In conclusion, we presented the competitive advantages of IPPs, as characterization
metrics, for imaging and identifying objects in scattering media. Comparative experiments
among various objects and at different water turbidity levels were performed to qualita-
tively and quantitatively study the resulting image contrast and discriminability. The results
confirmed the prominent advantages of the IPPs compared to the traditional intensity-based
techniques and the typical depolarization index (i.e., P∆). Specially, the results showed
that: (1) IPPs metrics enriched the dimension of the polarization characterization and could
effectively extract polarization differences among different objects/materials; (2) Different
from P∆, the function of IPPs metrics could be further expanded via a well-designed combi-
nation of the tree compositions (i.e., P1, P2, and P3); (3) Combined with an enhancement
algorithm, the IPPs images had more potential than the traditional intensity images for
quality enhancement, especially in the case of strong scattering media.

The proposed idea provided a promising solution and may find important applications
in object detection and clear vision under strong scattering conditions (e.g., deep-sea and
heavy cloud) in the field of remote sensing. Applying this technique to PolSAR and
studying the corresponding object identification and classification strategies are two other
promising works.
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