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Abstract: In recent years, deep-learning-based hyperspectral image (HSI) classification networks
have become one of the most dominant implementations in HSI classification tasks. Among these
networks, convolutional neural networks (CNNs) and attention-based networks have prevailed over
other HSI classification networks. While convolutional neural networks with perceptual fields can
effectively extract local features in the spatial dimension of HSI, they are poor at capturing the global
and sequential features of spectral–spatial information; networks based on attention mechanisms, for
example, Transformer, usually have better ability to capture global features, but are relatively weak in
discriminating local features. This paper proposes a fusion network of convolution and Transformer
for HSI classification, known as FusionNet, in which convolution and Transformer are fused in both
serial and parallel mechanisms to achieve the full utilization of HSI features. Experimental results
demonstrate that the proposed network has superior classification results compared to previous
similar networks, and performs relatively well even on a small amount of training data.

Keywords: convolutional neural network; self-attention; deep learning; spectral–spatial features;
hyperspectral image (HSI) classification

1. Introduction

Hyperspectral images (HSIs) combine imaging technology with spectral detection
technology, in which each pixel contains dozens or even hundreds of spectral bands,
recording the spectral profile of the corresponding feature [1,2]. Similar to ordinary images,
hyperspectral images also possess spatial information. However, due to the differences
in the spectral profiles of different ground covers, hyperspectral images possess richer
spectral information compared with normal images, which helps to determine the category
of ground cover more accurately. Currently, hyperspectral observation techniques are
widely used in many fields, such as water monitoring [3,4], agricultural monitoring [5],
and resource exploration [6]. Common tasks of hyperspectral images include unmixing [7],
detection [8], and classification [9].

During the past decades, a large number of HSI classification methods have been
proposed and dedicated to obtaining accurate classification results. Traditional HSI clas-
sification methods, such as support vector machine (SVM) [10], polynomial regression
(MLR) [11], random forest [12], and sparse representation [13], are often used in HSI
classification tasks. To further improve the classification performance, researchers have
conducted extensive exploration into spectral–spatial classification methods, such as using
partitional clustering [14], joint sparse representation [15], etc. Spectral–spatial classification
methods combine spectral information and spatial contextual information, which can effec-
tively improve the results of HSI classification compared with the classification methods
based on spectra only [16]. Although traditional HSI classification methods are capable of
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achieving good performance, they are usually highly reliant on manual design with poor
generalization ability, which limits their performance in difficult scenarios [16,17].

Recently, deep-learning-based methods have gained attention due to their powerful
feature extraction and representation capabilities, and have been widely used in computer
vision [18], natural language processing [19], remote sensing image processing [20], and
other fields. In the field of HSI classification, deep-learning-based models have also been
applied extensively and proved to possess excellent learning ability and feature repre-
sentation [21]. Chen et al. [22] first introduced deep learning methods to hyperspectral
image classification, and proposed an automatic stacking encoder-based HSI classification
model. In the following years, many backbone networks in the area of deep learning were
successfully applied to HSI classification tasks. For example, Hu et al. [23] designed a deep
convolutional neural network (CNN) for hyperspectral image classification; Hang et al. [24]
proposed a cascaded recurrent neural network (RNN) model using gated recurrent units,
aiming to eliminate redundant information between adjacent spectral bands and learning
complementary information between nonadjacent bands; in [25], generative adversarial
networks (GANs) were introduced into the HSI classification task, providing a new per-
spective; based on graph convolutional networks (GCNs) to extract features, a network
called nonlocal GCN was proposed in [26]; in [27], a novel end-to-end, pixel-to-pixel, fully
convolutional network (FCN) was proposed, consisting of a three-dimensional fully con-
volutional network and a convolutional spatial propagation network; and finally, a dual
multiheaded contextual self-attention network for HSI classification was proposed in [28],
which used two submodules for the extraction of spectral–spatial information.

CNN-based classification models have dominated the current deep-learning-based HSI
classification models. Benefiting from local connectivity and weight-sharing mechanisms,
CNNs can effectively capture spatial structure information and local contextual information
while reducing the number of parameters to achieve good classification results. A spectral–
spatial CNN classification method was proposed earlier in [29], and achieved better results
than traditional methods; a network named context–depth CNN was proposed in [30]
to optimize local contextual interactions by exploiting the spectral–spatial information of
neighboring pixels; a spectral–spatial 3-D–2-D CNN classification model was introduced
in [31], which shows the excellent potential of hybrid networks by mixing two-dimensional
convolution and three-dimensional convolution for deep extraction of spectral–spatial
features. Recently, more novel CNN-based classification models have been proposed; for
example, the consolidated convolutional neural network (C-CNN) [32] and the lightweight
spectral–spatial convolution module (LS2CM) [33], etc.

Although convolutional neural networks have been proven to have good capability
in HSI classification tasks, the limitations of the convolutional operation itself also hinder
the further improvement of its performance. Firstly, in the spectral dimension, CNNs
have difficulty in capturing the global properties of sequences well, and perform poorly
when facing the extraction of long-range dependencies. Benefiting from the convolution
operation in CNN, CNN can achieve powerful spatial feature extraction capability in
the spatial dimension by collecting local features hierarchically. However, HSI data are
more similar to a sequence in the spectral dimension, and usually have a large spectral
dimension. The use of CNN may introduce a partial loss of information [34], which causes
difficulties in feature extraction. At the same time, this makes it difficult to fully utilize the
dependency information among the spectral channels that are far apart, especially when
there are many types of land cover and the similarity of spectral features is significant [35];
this may become a bottleneck that prevents CNNs from achieving more refined land cover
classification. Second, CNN may not be the best choice for global contextual relationship
establishment in the spatial dimension. When performing classification data selection, a
common method of selection is to combine the pixel to be classified and its nearby pixel
information as the input of the classification model. The nearby pixels contain rich spatial
contextual information, which helps to achieve better classification results. Compared
to convolutional neural networks, which are more adept at local feature extraction, the
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self-attention mechanism may be a better choice since it is not limited by distance and is
inherently better at capturing global contextual relationships. In addition, establishing such
global contextual relationships will help classification models to obtain better robustness
and be less susceptible to perturbations [36].

Facing the difficulties mentioned above, one possible solution is to design HSI classi-
fication models based on attention mechanisms. The attention mechanism is capable of
extracting the features that are more important for the classification task, while ignoring
less-valuable features, to achieve effective information utilization. Fang et al. proposed
a 3D CNN network using the attention mechanism in the spectral channel [37], but did
not use the attention mechanism for spatial information. Therefore, Li and Zheng et al. [9]
constructed a parallel network using the attention mechanism for spatial and spectral
features separately, and achieved better results. Later, a network called Transformer was
proposed, which is based on the self-attention mechanism, and exhibits good global feature
extraction and long-range relationship capturing capability [38]. Although the self-attention
mechanism can extract important spatial and spectral features, it is impossible to obtain the
location information between features with the self-attention mechanism only; thus, Trans-
former adds positional encoding so that the network that uses the attention mechanism
can learn the positional information of features. The vision transformer [39] model was
the first to propose the use of Transformer in computer vision application, and achieved
decent results. Since then, a large number of Transformer-based networks have emerged
in the field of computer vision, as well as in HSI classification. For example, a backbone
network called SpectralFormer was proposed in [28] to view HSI classification from the
perspective of sequences; [40] replaced the traditional convolutional layer with Transformer,
and investigated Transformer classification results along spatial and spectral dimensions,
proposing a spectral–spatial HSI classification model called DSS-TRM; Sun et al. [41] pro-
posed a spectral–spatial feature tokenization transformer (SSFTT) model to overcome the
difficulty of extracting deep semantic features by previous methods, thus making full use
of the deep semantic properties of spectral–spatial features; to alleviate the problem of
gradient vanishing, a novel Transformer called DenseTransformer was proposed by [34],
and applied in their spectral–spatial HSI classification framework. Attention-based and
Transformer-based HSI classification models are gaining more attention from researchers,
but such models are not a perfect choice; for example, although Transformer has good
global feature extraction capabilities and long-range contextual relationship representation,
it is usually weak in local fine-grained feature extraction [42] and underutilizes spatial
information [41], which is usually what convolution excels at.

Reviewing the CNN-based and attention-based models, it is not difficult to find that
their advantages and disadvantages are complementary. By jointly employing CNNs and
attention mechanisms, it will be possible to achieve sufficient extraction of local features
while further optimizing the full utilization of global contextual relationships. Related
explorations have been made in the field of deep learning; for example, Gulati et al. [42] pro-
posed a Transformer–CNN fusion model for automatic speech recognition (ASR), expecting
a win–win situation by representing local features and global contextual connections of au-
dio sequences through convolution and Transformer; Peng and Ye [43] et al. also proposed
a network with a two-branch CNN and Transformer, thus synthesizing the representation
capability of enhanced learning.

Inspired by the above works, this paper proposes a convolution–Transformer fusion
network for HSI classification, known as FusionNet. FusionNet contains two branches,
one of which is the Local Branch, consisting of residual-connected convolutional modules
and mainly focusing on extracting local information in spatial and spectral dimensions.
The other branch is the Global Branch, which is serially connected by Transformer and
convolutional modules, and is mainly responsible for extracting global information of
spatial and spectral dimensions. The purpose of introducing convolutional modules into
this branch is to further enhance the extraction capability of Transformer for local features.
In addition, a fusion mechanism is added between the Global Branch and Local branch
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to enable the communication of local and global information. Hyperspectral images are
different from ordinary images, which express a theme as a whole image and possess
local features at the spatial–channel level that are more important than hyperspectral
images. Thus, CNN is added to Transformer to enhance the ability of the Global Branch to
extract local information. The whole network is structured so that the Global Branch and
Local Branch are parallel as a whole, while the convolution module and Transformer are
serially localized inside the Global Branch. The main contributions of this article are listed
as follows:

• This paper proposes a novel convolution–Transformer fusion network for HSI clas-
sification. Considering the strength of convolution in local feature extraction, and
the capability of Transformer in long-range contextual relationship extraction, this
paper proposes a fusion solution for HSI classification. Local fine-grained features
can be well extracted by the convolution module, while global features in the spectral–
spatial dimension and long-distance relationships in the spectral dimension can be
better extracted by the Transformer module. The fusion of convolution and Trans-
former successfully enables them to complement each other to achieve better HSI
classification results.

• In FusionNet, a hybrid convolution–Transformer fusion pattern based on serial
arrangement and parallel arrangement for a double-branch fusion mechanism was
proposed for HSI classification. The Local Branch provides local feature extraction
based on convolution, while the Global Branch provides global feature extraction
based on convolution–Transformer serial arrangement module. The Local Branch
and Global Branch are fused through a double-branch fusion mechanism in a parallel
arrangement module. Furthermore, the hybrid fusion pattern enables the fusion and
exchange of information between two branches to achieve effective extraction of local
and global features.

• FusionNet achieves competitive results on the three most commonly used datasets.
This suggests that the fusion of convolution and Transformer may be a better solution
for HSI classification, and provides a reference for further research in the future.

The remainder of the article is organized as follows: Section 2 presents the materials
and methods of FusionNet, including the related works and detailed structure of FusionNet.
The comparison results of the network on several datasets are given in Section 3. Section 4
presents a discussion of the experimental results and design of FusionNet to further inves-
tigate the effectiveness of the structure. Finally, Section 5 summarizes the entire work and
the future directions.

2. Materials and Methods

This Section contains a detailed description of the related work and the structure of
FusionNet. First, from Section 2.1 to Section 2.4, the classical structures in FusionNet will
be introduced, including the attention mechanism, LayerNorm, residual connectivity, etc.
Subsequently, Section 2.5 will provide a detailed description of the proposed FusionNet.

2.1. Attention Mechanism

The attention mechanism draws on the human attention mechanism to select the
information that is more important to the task from numerous information sources. Three
matrices are obtained by three linear computations of the inputs; namely key, query, and
value. Key is the key-value matrix. Query refers to the query matrix, and value is the weight
matrix. By calculating the similarity of each pair of query and key, the value corresponding
to each key is obtained. Finally, the value is weighted and summed to obtain the final
output. In Equation (1), let key be K, query be Q, and value be V.

Output(Q, K, V) = so f tmax(QKT)V (1)
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Q and V are calculated as follows, where WQ, WK, and WV are the parameter matrices
to be learned.

Q = Input×WQ (2)

K = Input×WK (3)

V = Input×WV (4)

The self-attention mechanism is one of the attention mechanisms, which reduces the
dependence on external data and is better at capturing the internal relevance of data or
features. The calculation process of the self-attention mechanism is shown in Figure 1. The
scaled dot-product attention mechanism is used in Transformer, which differs from normal
self-attention mechanisms in terms of scaling the results of the dot-products of Q and K. As
shown below, dk is the input dimension of the key.

Output(Q, K, V) = so f tmax
(

QKT
√

dk

)
V (5)

Figure 1. Attention mechanism.

The multihead self-attention mechanism decomposes the dimensions that the self-
attention mechanism needs to learn to extract the correct features more easily. Figure 2
shows the process of the multihead self-attention mechanism. First, Q, K, and V are,
respectively, fed into multiple linear layers, then the attention mechanism is performed.
Finally, the results obtained from each attention mechanism are concatenated and output
through a linear layer.

Figure 2. The multihead self-attention mechanism.

2.2. LayerNorm

The normalization layer serves to restrict the data to a certain range to facilitate subse-
quent processing, prevent gradient vanishing and gradient explosion, and speed up net-
work training. The commonly used mechanisms are batch normalization (BatchNorm) [44],
layer normalization (LayerNorm) [45], instance normalization (InstanceNorm) [46], group
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normalization (GroupNorm) [47], etc.; the most commonly used is BatchNorm. LayerNorm
normalizes on the hidden layer, i.e., it normalizes all neuronal inputs of a particular layer.

Figure 3 shows the difference between LayerNorm and BatchNorm. LayerNorm and
BatchNorm are very similar, while their major difference is the normalization dimension.
LayerNorm normalizes from the sample dimension, while BatchNorm normalizes from the
feature dimension; therefore, LayerNorm has better performance for sequences of uncertain
length compared to BatchNorm.

Figure 3. LayerNorm and BatchNorm.

2.3. Residual Connection and Dense Connection

Usually, the deeper a network is, the better the results. However, gradient vanishing
and gradient explosion may occur when the network is very deep due to the nonlinearity
of the activation function, making it difficult to improve the accuracy or even decrease
the accuracy.

Residual connectivity is a connection method used between modules within the
FusionNet, and originated from ResNet [48]. Such a connection structure allows shallow
features to reach the deeper layers of the network so that networks with many layers can
be trained [49].

The proposal of DenseNet [50] was inspired by ResNet, where the input of each
module is a merge of all previous modules, enabling a more efficient transfer of features
and gradients and making the network easier to train. Although the Dense Connection
network is narrower and has fewer parameters, it brings an increase in the number of
channels, making the network too complex and consuming a lot of memory during training.
In contrast, the residual connections only add up the values, but the number of channels
does not change.

2.4. Bottleneck

Bottleneck is a structure often used in ResNet [48], which uses several small 1 × 1 con-
volutional kernels to replace part of the work of the large middle convolutional kernel,
reducing the number of parameters and reducing the network size significantly while
achieving the same effect.

The remaining 3 × 3 convolutional kernels in the middle can also introduce some
spatial information, and play a role similar to positional coding.

2.5. Proposed Method

In this section, the detailed structure of FusionNet is introduced. Figure 4 provides
an overview of FusionNet. In general, the proposed FusionNet network is divided into
four main parts: a preprocessing module, the Local Branch consisting of a residually
connected convolution module, the Global Branch consisting of a Transformer module
that incorporates convolution operations, i.e., the Convolution–Transformer Block, and a
double-branch fusion mechanism. First, a 3D cube containing the center pixel need to be
classified and its neighboring pixels is extracted from the original HSI image as the network
input. After being processed by the preprocessing module, the data are fed into the Local
Branch and Global Branch, respectively, for parallel extraction. The two branches can both
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process data in parallel and fuse with each other: the double-branch fusion mechanism
can fuse the information between two different branches to achieve a better utilization of
the local and global spatial spectral information. Finally, the classification results obtained
from the two branches are given equal weights, and the obtained probabilities are summed
and passed through Softmax. The maximum value obtained is the prediction result.

Figure 4. Overall structure of the proposed FusionNet model.

2.5.1. Preprocessing Module

Figure 5 illustrates the structure of the preprocessing module. HSI data are rich in
spectral–spatial information, and the adopted data preprocessing method plays a crucial
role in determining whether this information can be effectively mined and utilized. In
this paper, the method of extracting the 3D cube from the original HSI data is adopted to
obtain the input data of the network. Furthermore, a preprocessing module is designed
according to the characteristics of each of the two branches. The preprocessing module
will provide the two branches with input data suitable for both branches, in order to
achieve better classification results. The Local Branch and Global Branch have their own
characteristics regarding the way they utilize data. Especially for the Global Branch, the
HSI data that are closer to the image may not be suitable to be directly used as inputs for
the Global Branch. In the preprocessing module of FusionNet, different data preprocessing
methods are designed for these two networks in such a way that the performance of each
branch will be better utilized. First, the input 3D cube passes through a convolutional layer
with a kernel size of 7 and a stride size of 2, and a pooling layer with a kernel size of 3
and a stride size of 2, to extract the local features of the data. For the Global Branch, an
additional learnable class token is used and spliced with the output data of the pooling
layer, and then passed through a transformer encoder module to obtain the input data of
the Global Branch [39]; this is similar to the approach the vision Transformer model. Since
the convolution module itself incorporates position information into the output, position
encoding is no longer needed in the subsequent Transformer encoder module. For the
Local Branch, the data from the pooling layer are passed through a three-layer convolution
module with a bottleneck structure to obtain the input data for the Local Branch. The
detailed structure of the convolution module will be described later.

2.5.2. Local Branch

The Local Branch is mainly composed of two consecutive convolution modules.
Figure 6 illustrates the structure of the convolution module in the Local Branch. Inspired
by [42], a serial convolution–Transformer connection was designed for HSI images. It is
called the Local Branch since the convolution operation is better at capturing local features.
The same applies to the other branch. Similar to the bottleneck layer in ResNet, each con-
volution module contains three layers of convolutional networks, i.e., two convolutional
layers with kernel size 1 × 1 and stride 1 at the beginning and end, respectively, and
one convolutional layer with kernel size 3 × 3 and stride 1 at the center, using residual
connections between the beginning and the end. The bottleneck structure reduces the
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dimensionality first and then raises it. The bottleneck reduces the number of parameters
significantly while ensuring the efficient use of spatial features in HSI data, which enhances
the efficiency of network training. In addition, the two convolution modules provide
an interface for information interaction with the Global Branch. The output of the first
convolution module will be utilized by the Global Branch, further enhancing the ability of
the Global Branch to utilize local features; the input of the second convolution module will
fuse the intermediate results from the Global Branch, further enhancing the ability of the
Local Branch to characterize global features.

Figure 5. Preprocessing module.

Figure 6. Convolution module in the Local Branch.

2.5.3. Global Branch

The Global Branch mainly consists of a convolution–Transformer module with an
additional convolution module and an information interaction interface with the Local
Branch. Benefiting from the attention mechanism, the Global Branch possesses a better
ability to capture global features. In this module, the convolution–Transformer module
and the Transformer module are connected together in a serial manner. Figure 7 illustrates
the structure of the convolution–transformer module in the Local Branch. The module
consists of four main submodules: MLP module, multihead self-attention module, convo-
lution module, and layer normalization module, each of which is connected by residuals.
The Transformer module has a sandwich-like network structure, i.e., the multihead self-
attention module and the convolution module are sandwiched between two feedforward
modules. The feedforward module mainly consists of two linear layers, and uses Swish as
the activation function. The multihead self-attention module mainly consists of a multi-
head self-attention mechanism with the addition of a relative positional embedding. The
convolution module uses depthwise convolution and pointwise convolution, which have
lower parameter numbers and operation costs compared with traditional convolution.
In addition, the convolution module also uses two activation layers, GLU (gated linear
unit) [51] and Swish [52]. Assuming that the input of the convolution–Transformer module
is x, and the final output is y, the output of the whole convolution–Transformer module
can be shown by the following equation:

x1 = x0 +
1
2

MLP(x0) (6)

x2 = x1 + MHSA(x1) (7)

x3 = x2 + Convolution(x2) (8)
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y = Layernorm(x3 +
1
2

MLP(x3)) (9)

where MLP stands for MLP module, MHSA stands for multihead self-attention module,
Convolution stands for convolution module, and Layernorm stands for layer normaliza-
tion module.

Figure 7. Convolution–Transformer module in the Local Branch.

2.5.4. Double-Branch Fusion Mechanism

The Local Branch has excellent extraction capability for local spatial features, while
the Global Branch has the advantage of extracting global spatial and spectral features.
Therefore, inspired by [43], the double-branch fusion mechanism is used to help the two
branches exchange information so that each branch can take advantage of the other. Figure 8
illustrates the structure of the double-branch fusion mechanism. The double-branch fusion
mechanism consists of a down module and an up module. The down module mainly
consists of a convolutional layer of kernel size 1, a GELU (Gaussian error linear unit) [53]
activation layer, and a mean pooling layer. Layer normalization is added to be responsible
for incorporating the information of the Global Branch into the CNN branch. The up
module consists of a kernel size of 1, a convolutional layer, a RELU activation layer,
and a batch normalization module, and finally interpolates to complete the dimensional
alignment with the Global Branch feature map. A convolutional layer of kernel size 1 is
introduced to enable cross-channel information interaction and help further exploit the
HSI data with rich spectral features. The two-branch fusion mechanism starts from the
first convolution module in the Local Branch: the data output from the first convolution
module travels through the down module to complete the dimensional alignment with the
Global Branch. After that, it is sent to the convolution–Transformer module, together with
the original input from the Global Branch. After convolution–Transformer module fusion,
data from the Global Branch are returned to the Local Branch through the up module. The
fusion mechanism ensures that both branches can recognize the features extracted from the
other branch, further improving the network’s ability to utilize local fine-grained features
and global contextual relationships.

Figure 8. Double-Branch fusion mechanism.

3. Experiments

In this section, three well-known public hyperspectral image datasets are used. Next,
the proposed FusionNet network is applied to these three datasets. The performance of
the proposed FusionNet network is validated by comparing it with the prevailing network
structures in the field of hyperspectral image classification.

3.1. Dataset Description

In experiments, to validate the classification capability of the proposed FusionNet,
three most commonly used public datasets of hyperspectral images were selected for
comparison: the Indian Pines dataset, the Pavia University dataset, and the recently
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available Houston dataset. The basic information regarding the selected datasets is shown
in Table 1.

Table 1. Basic information of each HSI dataset.

Dataset Spatial Size Spectral Size Number of
Classes

Labeled
Samples

Indian Pines 145 × 145 200 16 10,249
Pavia University 610 × 340 103 9 42,776

Houston 349 × 1905 144 15 15,029

Indian Pines is the earliest test dataset for hyperspectral image classification, im-
aged by AVIRIS in 1992 on an Indian pine tree in Indiana, USA, with a spatial size of
145 × 145 pixels; the number of remaining spectral channels was 200 and the number of
land cover classes was 16, after removing 20 of the bands that were interfered by noise.
The detailed land cover categories and the corresponding sample numbers are shown in
Table 2.

Table 2. Ground truth classes and samples of the Indian Pines dataset.

Order Class Labeled Samples

1 Alfalfa 46
2 Corn-notill 1428
3 Corn-mintill 830
4 Corn 237
5 Grass-pasture 483
6 Grass-trees 730
7 Grass-pasture-mowed 28
8 Hay-windrowed 478
9 Oats 20
10 Soybean-notill 972
11 Soybean-mintill 2455
12 Soybean-clean 593
13 Wheat 205
14 Woods 1265
15 Buildings-Grass-Trees-Drives 386
16 Stone-Steel-Towers 93

The false-color map and ground truth map of Indian Pines dataset are shown in
Figure 9.

Figure 9. Indian Pines dataset: (a) false-color map, (b) ground truth map.

The Pavia University dataset was obtained from the German airborne Reflective Optics
Spectrographic Imaging System (ROSIS), taken in 2003 at the University of Pavia in Italy.
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The spatial size is 610 × 340 pixels. In the classification, 12 bands affected by noise were
removed. The number of spectral channels used for the actual classification is 103, and
the number of land cover categories is 9. The details of the land cover categories and the
corresponding sample numbers are shown in Table 3.

Table 3. Ground truth classes and samples of the Pavia University dataset.

Order Class Labeled Samples

1 Asphalt 6631
2 Meadows 18,649
3 Gravel 2099
4 Trees 3064
5 Sheets 1345
6 Bare Soil 5029
7 Bitumen 1330
8 Bricks 3682
9 Shadows 947

The false-color map and ground truth map of the Pavia University dataset are shown
in Figure 10.

Figure 10. Pavia University dataset: (a) false-color map, (b) ground truth map.

The Houston dataset was sourced from the Hyperspectral Image Analysis Group at the
University of Houston and the NSF-funded Center for Airborne Laser Mapping (NCALM).
It was initially used in the IEEE GRSS data fusion competition in 2013. The spatial size is
349 × 1905 pixels. The dataset has a spatial size of 349 × 1905, with 144 spectral channels,
and contains 15 classes. The details of the land cover categories and the corresponding
sample numbers are shown in Table 4.

The false-color map and ground truth map of the Houston dataset are shown in
Figure 11.

3.2. Experimental Settings

To evaluate the classification performance of the proposed FusionNet network, three
widely adopted metrics were used, overall accuracy (OA), average accuracy (AA), and
the Kappa coefficient, as the evaluation metrics. OA is the ratio of the number of correct
predictions made by the network over all test sets to the overall number. AA is the average
of the ratio of the number of correct predictions made in each category to the overall
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number of that category, and the Kappa coefficient reflects the degree of consistency, and
takes values in the range [−1, 1]. The higher the value achieved by the network on these
three metrics, the better the classification of the network.

Table 4. Ground truth classes and samples of the Houston dataset.

Order Class Labeled Samples

1 Healthy grass 1251
2 Stressed grass 1254
3 Synthetic grass 697
4 Trees 1244
5 Soil 1242
6 Water 325
7 Residential 1268
8 Commercial 1244
9 Road 1252
10 Highway 1227
11 Railway 1235
12 Parking Lot 1 1233
13 Parking Lot 2 469
14 Tennis Court 428
15 Running Track 660

Figure 11. Houston dataset: (a) false-color map, (b) ground truth map.

The proposed FusionNet uses AdamW as the optimizer of the network. The learning
rate is set to 0.0003, and the number of epochs is set to 50. The spatial size of the HSI cube
is set to 15 × 15, and the batch size is set to 16. The experiment uses the Pytorch 1.9.0
deep learning framework, Python 3.7 development language, the Ubuntu 18.04.4 operating
system, and NVIDIA GeForce RTX 2080 Ti graphics card to accelerate the training process
of the proposed FusionNet network.

3.3. Experimental Results

To demonstrate the effectiveness of the proposed model, several representative models
were selected for comparison experiments with the proposed model: the RBF-SVM [10],
CDCNN [30], DBMA [54], DBDA [9], SSRN [55], FDSSC [56], DMuCA [28], and SSFTT [41].
RBF-SVM is one of the most classical traditional HSI classification methods; CDCNN,
SSRN, and FDSSC are representative convolution-based HSI classification methods; DBMA
and DBDA are representative attention mechanism-based HSI classification methods; and
DMuCA and SSFTT are recently proposed state-of-the-art HSI classification methods.
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3.3.1. Classification Results of the Indian Pines Dataset

In total, 10% of the samples were randomly selected from the Indian Pines dataset as
the training set to train the network, 10% as the validation set, and 80% as the test set. The
average classification results of the 10 algorithms after 10 independent runs are given in
Table 5, where the first 16 rows correspond to the classification results of each class, and the
last three rows are the overall OA, AA, and Kappa coefficient, with the highest accuracy
for a specific class shown in bold. Figure 12 shows the classification images obtained for
the different methods, where Figure 12a indicates ground truth and Figure 12b–h are the
results obtained using different classification networks.

Table 5. Classification results of the Indian Pines dataset using 10% training samples.

Class RBF-SVM DBMA DBDA CDCNN SSRN FDSSC DMuCA SSFTT Proposed

1 55.07 58.53 94.82 98.37 93.42 97.33 87.80 100.00 97.63
2 71.34 80.88 97.13 98.73 97.94 99.09 94.39 95.95 99.14
3 75.53 73.48 98.60 99.03 99.13 99.22 96.52 98.39 99.49
4 61.18 72.95 97.50 99.24 98.32 98.38 83.89 99.53 99.54
5 88.76 95.37 97.40 98.73 99.28 99.05 98.16 99.77 97.05
6 89.16 94.32 98.74 99.38 99.80 99.41 99.54 99.84 99.27
7 85.05 60.33 84.65 94.52 94.90 98.37 92.97 100.00 96.60
8 90.32 91.46 99.39 100.00 100.00 100.00 100.00 100.00 99.95
9 71.14 79.94 93.52 97.25 98.89 90.94 86.27 94.44 97.69

10 75.74 74.93 96.04 97.65 97.23 96.96 97.94 99.42 99.71
11 77.97 84.11 97.14 99.17 98.77 98.35 99.50 99.19 99.68
12 73.24 61.32 93.98 98.93 98.44 99.24 94.57 96.82 97.69
13 90.80 96.24 98.83 99.64 99.82 99.09 94.59 100.00 99.74
14 91.74 93.37 98.78 99.38 99.36 99.22 99.29 100.00 99.96
15 74.41 81.90 93.98 98.17 98.38 98.37 92.35 98.56 99.65
16 98.16 97.00 96.02 92.97 94.07 96.31 97.98 88.10 95.53

OA (%) 80.01 81.76 97.10 98.87 98.63 98.68 96.62 98.67 99.30
AA (%) 79.35 81.01 96.03 98.20 97.98 98.08 94.74 98.13 98.65

Kappa (%) 77.09 79.27 96.69 98.71 98.44 98.49 96.29 98.48 99.21

Figure 12. Classification maps of the Indian Pines dataset with 10% training samples.

From Table 5, it can be seen that the proposed FusionNet achieved the best classification
results with OA of 99.30%, AA of 98.65%, and Kappa coefficient of 99.21%. The traditional
classification method, i.e., RBF-SVM classification method, achieved the worst results
with the lowest OA, AA, and Kappa coefficient metrics among all the networks used
for comparison. CDCNN introduced a convolutional neural network and jointly used
the local spectral relationships of adjacent individual pixel vectors for classification, thus
achieving better classification results compared to RBF-SVM. However, it can be also
observed that the CDCNN results are less stable: the standard deviation of its OA is as high
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as 8.73% in 10 independent runs. The DBMA and DBDA networks introduced an attention
mechanism for classification, and thus achieved more satisfactory classification results:
the OA of DBMA improved by about 15% compared to the CDCNN. The DBDA results
further improved compared to DBMA. The SSRN and FDSSC can effectively use spatial
information and spectral features, and possess similar performances to DBMA, achieving
OAs of 98.63% and 98.68% respectively, with good performance in the classification of
several categories. DMuCA and SSFTT are more novel HSI classification methods. DMuCA
captures spectral–spatial context dependencies through deep convolution and contextual
attention mechanisms, and achieved 96.62% OA. SSFTT, which includes Transformer
encoders in its network structure, achieved 98.67% OA and performed well on several
categories. However, compared to all other networks, the proposed FusionNet achieved
a superior performance in terms of overall results. Although the classification results
of FusionNet are lower than the others in a few classes, FusionNet achieves the best
performance in all three metrics, OA, AA, and the Kappa coefficient, revealing the excellent
classification ability of FusionNet. Among the classification result images, it is found that
the results of RBF-SVM showed the most noise, a large number of misclassified regions, and
significantly worse results than the deep-learning-based classification networks. Among
these methods, FusionNet exhibited the least noise and hardly any misclassified regions
were visible from the classification result images. This corresponds to the results in Table 5.

3.3.2. Classification Results of the Pavia University Dataset

Compared with the Indian Pines dataset, the Pavia University dataset contains a larger
amount of data, so it is advisable to use a smaller proportion of the training set to test the
performance of FusionNet. In the Pavia University dataset, 5% of the data were randomly
selected as the training set to train the network, 5% of the samples were selected as the
validation set, and 90% of the samples were selected as the test set. The classification
results of different networks on the Pavia University dataset are listed in Table 6, and the
highest accuracies for specific categories are shown in bold. The visualization of the results
obtained from different networks is shown in Figure 13. As can be seen from Table 6, the
SVM still performs poorly in terms of OA, and its classification result images also show
a large degree of mislabeling. This is significantly improved in the subsequent networks:
DBMA, DBDA, CDCNN, SSRN, FDSSC, DMuCA, and SSFTT. The best classification results
can be achieved using the proposed FusionNet network: the classification graph obtained
using the proposed FusionNet network performs well on the classification maps, and the
classification results are accurate and almost identical to the ground truth. Similarly, the
proposed method achieved the best performance in the three metrics of OA, AA, and the
Kappa coefficient, reaching 99.92%, 99.63%, and 98.64%, respectively.

Table 6. Classification results of the Pavia University dataset using 5% training samples.

Class RBF-SVM CDCNN DBMA DBDA SSRN FDSSC DMuCA SSFTT Proposed

1 93.17 98.77 99.81 95.06 99.91 99.87 99.92 99.92 99.78
2 95.43 99.72 99.90 98.58 99.92 99.95 99.95 99.99 99.65
3 83.81 98.01 99.19 84.86 98.25 99.23 99.03 98.34 99.71
4 96.42 98.60 99.26 97.17 99.93 99.81 99.47 99.42 99.62
5 98.69 99.57 99.64 99.92 100.00 99.94 100.00 99.69 99.88
6 92.10 99.95 99.90 96.14 99.61 99.95 99.81 100.00 99.76
7 86.71 99.88 99.96 94.74 99.88 99.91 99.75 100.00 99.66
8 84.58 97.69 94.35 91.64 97.25 98.09 99.35 99.23 99.75
9 99.99 98.08 98.59 98.51 99.98 99.28 99.47 97.78 100.00

OA (%) 93.20 99.21 99.24 96.09 99.57 99.71 99.78 99.73 99.92
AA (%) 92.32 98.92 98.96 95.18 99.41 99.56 99.64 99.37 99.76

Kappa (%) 90.94 98.95 98.99 94.82 99.43 99.62 99.85 99.65 98.64



Remote Sens. 2022, 14, 4066 15 of 21

Figure 13. Classification maps of the Pavia University dataset with 5% training samples.

3.3.3. Classification Results of the Houston Dataset

The same ratio of dataset partitioning was adopted in the Houston dataset as in the
Indian Pines dataset: 10% of the randomly selected feature samples were used as the
training set to train the network, 10% as the validation set, and 80% as the test set. The
classification results of different networks on the Houston dataset are listed in Table 7, and
the highest accuracy for specific categories is shown in bold. The classification plots for the
different methods are shown in Figure 14. As can be seen, although the proposed FusionNet
network did not achieve the best results in all individual category classification accuracies,
the proposed FusionNet network performed well in terms of overall classification results:
accurate classification was achieved in the results of almost all categories, with individual
category classification accuracies above 98%, and ranked first among all networks with an
overall accuracy of 99.28% and an average accuracy of 99.33%.

Table 7. Classification results of the Houston dataset using 10% training samples.

Class RBF-SVM CDCNN DBMA DBDA SSRN FDSSC DMuCA SSFTT Proposed

1 97.38 90.94 97.38 98.98 98.51 99.54 97.23 98.49 99.27
2 98.26 95.13 98.91 99.91 99.82 99.57 98.44 99.91 99.63
3 99.56 98.72 99.89 100.00 100.00 100.00 99.88 100.00 99.66
4 99.03 97.74 99.13 99.75 99.52 99.77 99.25 99.11 99.29
5 97.15 99.11 99.53 99.46 99.40 99.74 100.00 100.00 99.68
6 99.79 99.12 99.89 100.00 100.00 100.00 95.66 100.00 99.60
7 91.83 89.88 97.70 98.90 99.32 97.45 98.84 94.22 99.13
8 87.36 94.66 98.99 99.60 99.54 98.61 98.40 97.32 99.69
9 87.53 90.66 96.89 97.80 98.62 98.56 96.40 99.29 98.44

10 92.45 84.58 97.93 98.58 98.41 98.80 97.40 100.00 98.59
11 90.95 86.20 98.59 98.85 99.26 99.00 97.87 100.00 99.57
12 88.03 89.71 97.48 99.13 98.85 99.39 96.16 99.64 99.33
13 81.86 94.68 98.28 98.09 99.41 97.98 99.12 98.10 99.07
14 97.99 97.19 98.65 99.13 100.00 99.13 100.00 100.00 100.00
15 99.32 97.49 98.86 99.02 99.38 99.25 99.92 100.00 99.02

OA (%) 93.60 92.42 98.36 99.11 99.22 99.04 98.21 98.94 99.28
AA (%) 93.90 93.72 98.54 99.15 99.33 99.12 98.30 99.07 99.33

Kappa (%) 93.08 91.81 98.22 99.04 99.15 98.96 98.48 98.85 99.23
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Figure 14. Classification maps of the Houston dataset with 10% training samples.

4. Discussion

The experimental results of FusionNet on three datasets from Indian Pines, Pavia Uni-
versity, and Houston demonstrate the power of the fusion of convolution and Transformer.
This chapter will discuss the network structure and experimental results of FusionNet
to further demonstrate the effectiveness and possible value of proposed structure for
future research.

4.1. Ablation Study

This paper proposed a hybrid convolution–Transformer fusion pattern. The FusionNet
structure with convolution operations and Transformer should be arranged in parallel
overall and serially arranged locally (i.e., within the Global Branch), helping to further
extract features from HSI data and further enhance the effectiveness of HSI classification
methods. To prove the proposed point, two comparison models are designed based on the
original FusionNet: (a) serial arrangement of convolutional and attention operations, i.e.,
using only the Convolution–Transformer Block as the core network structure for classifying
and keeping the other modules unchanged; (b) parallel arrangement of convolutional and
attention operations, i.e., the Convolution–Transformer Block in FusionNet is replaced by a
normal Transformer encoder and keeps the other modules unchanged. Tables 8 and 9 show
the comparison of the experimental results of (a), (b), and the original FusionNet for the
three datasets. It can be observed that among the three networks, (a), which uses only serial
alignment, performed the worst overall on the three datasets, especially when the amount
of available training data is limited. For example, on the Indian Pines dataset, (a) achieves
an overall accuracy of only 83.09%, which is not far from both (b) and the full FusionNet.
In comparison, (b), which uses only parallel alignment, achieved better results relative to
(a), but its results still fall short of those of FusionNet. The best results were obtained when
fusing serial alignment with parallel alignment, i.e., using FusionNet for classification,
with more significant improvements in both individual category classification accuracy,
overall accuracy, average accuracy, and the Kappa coefficient, proving the effectiveness of
the proposed method.
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Table 8. Comparison results of (a), (b), and the original FusionNet on the Indian Pines dataset.

Class (a) (b) FusionNet

1 77.54 ± 10.71 93.20 ± 12.20 97.63 ± 3.40
2 83.13 ± 3.74 93.74 ± 2.74 99.14 ± 0.23
3 80.97 ± 5.57 95.35 ± 1.65 99.49 ± 0.29
4 79.03 ± 4.71 96.43 ± 3.44 99.54 ± 0.28
5 86.49 ± 2.94 99.24 ± 0.89 97.95 ± 1.16
6 86.33 ± 3.92 98.83 ± 0.88 99.27 ± 0.46
7 76.84 ± 22.24 90.24 ± 13.54 96.60 ± 2.23
8 91.82 ± 4.07 98.27 ± 1.33 99.95 ± 0.10
9 89.14 ± 12.41 95.55 ± 8.88 97.69 ± 3.53
10 82.93 ± 2.05 94.14 ± 1.49 99.71 ± 0.14
11 81.00 ± 9.62 96.50 ± 1.07 99.68 ± 0.27
12 74.51 ± 5.11 90.71 ± 2.32 97.69 ± 0.85
13 90.44 ± 4.13 99.75 ± 0.48 99.74 ± 0.42
14 91.95 ± 5.10 97.35 ± 1.30 99.96 ± 0.07
15 76.65 ± 4.99 94.48 ± 2.27 99.65 ± 0.43
16 94.68 ± 4.78 96.86 ± 1.79 95.53 ± 2.83

OA (%) 83.09 ± 4.72 95.85 ± 0.47 99.30 ± 0.20
AA (%) 83.96 ± 2.59 95.67 ± 1.23 98.65 ± 0.57

Kappa (%) 80.56 ± 5.63 95.27 ± 0.54 99.21 ± 0.22

Table 9. Comparison results of (a), (b), and the original FusionNet on the Pavia University dataset.

Class (a) (a) FusionNet

1 87.04 ± 7.66 96.03 ± 1.01 99.78 ± 0.10
2 97.21 ± 0.53 98.93 ± 0.34 99.65 ± 0.22
3 57.81 ± 35.19 94.18 ± 1.99 99.71 ± 0.13
4 98.38 ± 1.53 99.04 ± 0.69 99.62 ± 0.21
5 99.63 ± 0.35 99.90 ± 0.10 99.88 ± 0.04
6 82.27 ± 15.75 97.27 ± 0.72 99.76 ± 0.21
7 53.67 ± 43.86 93.64 ± 1.95 99.66 ± 0.22
8 80.63 ± 14.53 92.82 ± 0.96 99.75 ± 0.30
9 96.61 ± 5.46 96.03 ± 1.01 100.00 ± 0.00

OA (%) 89.40 ± 7.25 97.41 ± 0.18 99.92 ± 0.13
AA (%) 83.70 ± 13.05 96.84 ± 0.40 99.63 ± 0.27

Kappa (%) 86.14 ± 9.33 96.57 ± 0.24 98.64 ± 1.16

4.2. Parameter Analysis
4.2.1. Effect of Patch Size on Classification Results

To take full advantage of the spectral–spatial information of HSI, 3D cubes of a certain
size around the central pixel were selected from the original data to be input into the
network. The size of the 3D cubes selected in this way directly affects the amount of
information used for classification and, to some extent, the classification accuracy. To
evaluate the effect of the size of the cube on the classification results, the effect on the
training results was explored by continuously increasing the patch size, i.e., by increasing
the size of the cube in the spatial dimension. In this analysis, DMuCA, SSFTT, SSRN,
FDSSC, DBMA, DBDA, and the proposed method were selected for comparison. The patch
size is set to 5, 7, 9, 11, 13, 15, and 17, respectively, and the results obtained with the Indian
Pines dataset are shown in Figure 15.
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Figure 15. Effect of patch size on classification results.

From Figure 15, it can be seen that increasing the patch size will introduce more
spectral–spatial information, which contributes to the classification accuracy. However, a
larger patch size does not necessarily lead to better results. Larger patch size will bring
higher computational cost and may also introduce more irrelevant information, thus caus-
ing a loss of accuracy. It can be seen that for a given different patch size, FusionNet is
consistently able to exhibit high classification accuracy, reflecting good spectral–spatial
information utilization. For FusionNet, it can be found that when the patch size is between
5 and 7, the overall accuracy, average accuracy, and kappa indicators all increase signifi-
cantly with the increase in the spatial dimension input size. Additionally, when the patch
size is between 7 and 11, the classification result indicators increase slowly, and when the
patch size is larger than 11, the classification results no longer continue to grow with the
increase in patch size. Considering the performance and cost, a patch size of 7 was chosen
as the parameter used in the experiments, i.e., the size of the HSI cube is 15 × 15 in the
spatial dimension.

4.2.2. Effect of Training Set Size on Classification Results

In practice, accurate manual labeling of pixels in large amounts of HSI data is relatively
difficult, thus, the number of labeled samples available for training HSI networks may
not be sufficient. Therefore, the proposed classification network should demonstrate good
classification results under different training set sizes. To analyze the performance of the
proposed FusionNet with different training set sizes, FusionNet was tested against the
Indian Pines dataset, and was compared with other models, namely RBF-SVM, CDCNN,
DBMA, DBDA, SSRN, FDSSC, DMuCA, and SSFTT. All models were tested using training
set proportions of 3%, 5%, 10%, 15%, and 20%, respectively, and the results obtained are
shown in Figure 16. From the results, it can be seen that the classification results achieved
by FusionNet improve significantly as the proportion of the training set increases. It is also
observed that FusionNet, SSFTT, FDSSC, and DBDA achieved good classification results
with a small percentage of the training set (3%). Meanwhile, FusionNet still achieved
competitive classification results compared to other models, i.e., an OA of 93.36%. When
the training set percentage reached 10%, the OA of FusionNet had already reached 99.30%.
The experimental results show that FusionNet has good adaptability to different training
set sizes.
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Figure 16. Effect of training set size on classification results.

5. Conclusions

In this paper, the FusionNet and a two-branch convolution–Transformer fusion net-
work for HSI classification, and innovatively designed parallel and serial convolution–
Transformer fusion methods are proposed. The proposed network has two branches, the
Local Branch that focuses on local information extraction in spatial and spectral dimensions,
and the Global Branch, which is responsible for extracting global information. Subsequently,
the features of the two branches are fused to form spatial–spectral features for the final clas-
sification results. Overall, the convolution and Transformer modules are fused in parallel,
while the convolution and Transformer modules are serially arranged to further enhance the
extraction capability of the local features within the Global Branch. Experimental results for
three genuine HSI datasets show that the proposed FusionNet network exhibits excellent
classification results with a significant advantage over previous works, especially when
the labeled training data are very limited. This work provides an optimization scheme for
the processing and analysis of HSI classification. Future research will focus on optimizing
the network structure to further improve the classification accuracy and further reduce the
dependence on the amount of training data.
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