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Abstract: The apple target recognition algorithm is one of the core technologies of the apple picking
robot. However, most of the existing apple detection algorithms cannot distinguish between the
apples that are occluded by tree branches and occluded by other apples. The apples, grasping
end-effector and mechanical picking arm of the robot are very likely to be damaged if the algorithm
is directly applied to the picking robot. Based on this practical problem, in order to automatically
recognize the graspable and ungraspable apples in an apple tree image, a light-weight apple targets
detection method was proposed for picking robot using improved YOLOv5s. Firstly, BottleneckCSP
module was improved designed to BottleneckCSP-2 module which was used to replace the Bot-
tleneckCSP module in backbone architecture of original YOLOv5s network. Secondly, SE module,
which belonged to the visual attention mechanism network, was inserted to the proposed improved
backbone network. Thirdly, the bonding fusion mode of feature maps, which were inputs to the
target detection layer of medium size in the original YOLOv5s network, were improved. Finally,
the initial anchor box size of the original network was improved. The experimental results indi-
cated that the graspable apples, which were unoccluded or only occluded by tree leaves, and the
ungraspable apples, which were occluded by tree branches or occluded by other fruits, could be
identified effectively using the proposed improved network model in this study. Specifically, the
recognition recall, precision, mAP and F1 were 91.48%, 83.83%, 86.75% and 87.49%, respectively.
The average recognition time was 0.015 s per image. Contrasted with original YOLOv5s, YOLOv3,
YOLOv4 and EfficientDet-D0 model, the mAP of the proposed improved YOLOv5s model increased
by 5.05%, 14.95%, 4.74% and 6.75% respectively, the size of the model compressed by 9.29%, 94.6%,
94.8% and 15.3% respectively. The average recognition speeds per image of the proposed improved
YOLOv5s model were 2.53, 1.13 and 3.53 times of EfficientDet-D0, YOLOv4 and YOLOv3 and model,
respectively. The proposed method can provide technical support for the real-time accurate detection
of multiple fruit targets for the apple picking robot.

Keywords: artificial intelligence; convolutional neural network; YOLOv5; object detection; apple
picking robot; lightweight; real-time detection

1. Introduction

Artificial apple picking is a labor-intensive and time-intensive task. Therefore, in
order to realize the efficient and automatic picking of apples, to ensure timely harvest of
mature fruits, and improve the competitiveness of the apple market, further study of the
key technologies of the apple picking robot is essential [1,2]. The intelligent perception
and acquisition of apple information is one of the most critical technologies for the apple
picking robot, which belongs to the information perception of the front-end part of the

Remote Sens. 2021, 13, 1619. https://doi.org/10.3390/rs13091619 https://www.mdpi.com/journal/remotesensing

https://www.mdpi.com/journal/remotesensing
https://www.mdpi.com
https://orcid.org/0000-0002-2233-0065
https://orcid.org/0000-0002-9104-0598
https://orcid.org/0000-0003-1699-3468
https://orcid.org/0000-0002-0194-0032
https://doi.org/10.3390/rs13091619
https://doi.org/10.3390/rs13091619
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.3390/rs13091619
https://www.mdpi.com/journal/remotesensing
https://www.mdpi.com/article/10.3390/rs13091619?type=check_update&version=1


Remote Sens. 2021, 13, 1619 2 of 23

robot. Therefore, to improve the apple picking efficiency of the robot, it is necessary to
realize the rapid and accurate identification of apple targets on the tree.

A schematic diagram of the practical harvesting situation that the picking robot
confronts in an apple orchard is shown in Figure 1. The robot can realize the picking
of apples that are unoccluded or only occluded by leaves. However, the apples which
are occluded by branches or occluded by other fruits cannot be harvested by the picking
robot, due to the fact that the apples, grasping end-effector and mechanical picking arm of
the robot are very likely to be damaged if directly picking apples in the above situations
without accurate recognition, resulting in the failure of picking operation. Therefore, it
is essential for the picking robot to automatically recognize the apple targets which are
graspable or ungraspable.
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Figure 1. Schematic diagram of practical harvesting situation that picking robot confronts.

However, the existing apple targets recognition algorithms basically focused on the
identification of apples in the complex orchard environment (leaf occlusion, branch occlu-
sion, fruit occlusion and mixed occlusion etc.), and recognizes apples in different conditions
as one class. Therefore, they are not suitable for application by picking robots. The recogni-
tion algorithm for judging whether the apples can be harvested by picking robot has not
yet been studied.

With the development of artificial intelligence, in recent years, the artificial neural
network has been widely applied in many research fields. For example, in the field of
economy, stacking and deep neural network models are deployed separately on feature
engineered and bootstrapped samples for estimating trends in prices of underlying stocks
during pre- and post-COVID-19 periods [3]; the grey relational analysis (GRA) and artificial
neural network models were utilized for the prediction of consumer exchange-traded
funds (ETFs) [4]. In the field of industry, a relatively simple fuzzy logic-based solution for
networked control system was proposed using related ideas of neural network [5]; a model
for the prediction of maximum energy generated photovoltaic modules based on fuzzy
logic principles and artificial neural networks was developed [6]; the intelligence of the
flexible manufacturing system (FMS) was improved by combining Petri Net [7] and the
artificial neural network [8]. In the field of agriculture, a new deep learning architecture
called VddNet (Vine Disease Detection Network) was proposed for the detection of vine
disease [9]; conifer seedlings in drone imagery were automated, detected using a neural
network [10]; the early blight disease was identified in real-time for potato production
systems, using machine vision in combination with deep learning [11].
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When given sufficient data, the deep learning algorithm can generate and extrapolate
new features without having to be explicitly told which features should be utilized and
how they can be extracted [12–14]. CNNs (convolutional neural networks) are another
variety of algorithm belonging to deep learning technology, which can provide insights into
image-related datasets that we have not yet understood, achieving identification accuracies
that sometimes surpass the human-level performance [15–17]. One of the most important
characteristics of utilizing CNNs in object detection is that the CNN can obtain essential
features by itself. Furthermore, it can build and use more abstract concepts [18].

Up till now, there have been many studies in the aspect of apple targets recognition us-
ing deep learning technology. Many convolutional neural networks, such as YOLOv2 [19],
YOLOv3 [20], LedNet [21], R-FCN [22], Faster R-CNN [23–26], Mask R-CNN [27], DaS-
Net [28] and DaSNet-v2 [29], were successfully used in apple target recognition. The
relevant study status is shown in Table 1.

Table 1. Research on apple target recognition, based on deep learning technology.

Networks Model Precision
(%)

Recall
(%)

mAP
(%)

F1
(%)

Average
Detection Speed

(s/pic)
Reference

Improved YOLOv2 — — 90 — 0.333 [19]
Improved YOLOv3 97 90 87.71 — 0.01669 [20]

LedNet 85.3 82.1 82.6 83.4 0.028 [21]
Improved R-FCN 95.1 85.7 — 90.2 0.187 [22]
Improved Faster

R-CNN 89.7 89.9 94.8 89.8 4.412 [25]

Mask R-CNN 85.7 90.6 — 88.1 — [27]
DaSNet — — 83.6 83.2 0.072 [28]

DaSNet-v2 87.3 86.8 88 87.3 0.437 [29]
Faster R-CNN

(VGG16) — — 89.3 — 0.181 [23]

Faster R-CNN
(VGG16) — — 87.9 — 0.241 [24]

Faster R-CNN
(VGG19) — — 82.4 86 0.45 [26]

However, no research work has been reported on the light-weight apple targets
recognition algorithm that classifies apples into two categories: graspable (not occluded or
only occluded by leaves) and ungraspable (other conditions).

On the other hand, throughout the studies of apple targets recognition based on
deep learning, although the recognition accuracy of most existing apple detection models
was high, the real-time performance of many of them were insufficient, due to its high
complexity, large number of parameters and large size. Therefore, it is essential to de-
sign a light-weight apple target detection algorithm, while ensuring the accuracy of fruit
recognition, to satisfy the requirements of picking robot for real-time recognition.

In the study, the apple tree fruit was used as the research object. A light-weight apple
targets real-time recognition algorithm based on improved YOLOv5s for picking robot was
proposed, which can realize the automatic recognition of the apples that can be grasped by
picking robot and ungraspable in an apple tree image. The proposed method can provide
technical support for real-time accurate detection of multiple fruit targets for the apple
picking robot.

2. Materials and Methods
2.1. Apple Images Acquisition
2.1.1. Materials and Image Data Acquisition Methods

In the study, fruits in Fuji apple trees of fusiform cultivation mode in a modern
standard orchard were used as research object, and the original images of apple trees from
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the standardized modern orchard in Agricultural Science and Technology Experimental
Demonstration Base of Qian County in Shaanxi Province and the Apple Experimental
Station of Northwest A&F University in Baishui county of Shaanxi Province were collected.
In fusiform cultivation mode, the row spacing of apple trees is about 4 m. The plant
spacing is about 1.2 m, and the tree height is about 3.5 m, which is suitable for apple
picking robot to operate in the orchard. The images of apple trees were obtained on sunny
and cloudy days. The shooting phase included morning, noon and afternoon. The images
were captured by Canon Powershot G16 camera, with a variety of angles selected for image
acquisition at different shooting distances (0.5–1.5 m), and in total, 1214 apple images were
obtained, including the following conditions: apples occluded by leaves, apples occluded
by branches, mixed occlusion, overlap between apples, natural light angle, backlight angle,
and side light angle, etc. (Figure 2). Furthermore, the environment factors such as cloudy,
shadows, high light, low light, reflections were also considered in image capture. The
resolution of the captured images is 4000 × 3000 pixels, and the format is JPEG.
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2.1.2. Preprocessing of Images

The generation of the target detection model based on deep learning is realized on the
basis of the training of a large number of image data, therefore, the augmentation of 1214
collected apple images is necessary.

Firstly, 200 images (100 of sunny days and 100 of cloudy days) were randomly selected
from 1214 images as the test set, and the rest of the 1014 images were utilized as the
training set. The detail of distribution for the image samples in test set is shown in Table 2.
Secondly, in order to improve the training efficiency of apple targets recognition model, the
original 1014 images of training set were compressed, and the length and width of them
were compressed to 1/5 of the original one. Thirdly, the image data annotation software
called ‘LabelImg’ was used to draw the outer rectangular boxes of the apple targets in
the compressed apple tree images to realize the manual annotation of the fruits. Images
were labeled based on the smallest surrounding rectangle of apples, to ensure the rectangle
contains background area as little as possible. Among them, the apples in the image that
were unoccluded or only occluded by leaves were labeled as ‘graspable’ class, and the
apples in other conditions were labeled as ‘ungraspable’ class. The XML format files were
generated after the annotation were saved. Finally, in order to enrich the image data of the
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training set, data enhancement processing was carried out to the data set to better extract
the features of apples belonging to different labeled categories and avoid the over-fitting of
the model obtained from training.

Table 2. Detailed information of images in test set.

Test Set Sunny Cloudy Total

Number of images 100 100 200
Graspable apple 482 525 1007

Ungraspable apple 766 563 1329

Due to the uncertain factors, such as illumination angle and weather, resulting in the
light environment of image acquisition is extremely complex; in order to improve the gen-
eralization ability of apple targets detection model, several image enhancement methods
were utilized for the 1014 images of training set respectively based on MATLAB (version
2016, the MathWorks Inc., Natick, MA, USA) software and its related image processing
functions. The image enhancement methods include image brightness enhancement and
reduction, horizontal mirroring, vertical mirroring, multi-angle rotation (90◦, 180◦, 270◦)
etc. In addition, considering the noise generated by the image acquisition equipment in the
process of image acquisition and the blur of the captured images caused by the shaking
of the equipment or the branches, Gaussian noise with variance of 0.02 was added to the
images, and the motion blur processing was carried out. Detailed procedures of image
enhancement methods are illustrated in the following.

Image brightness enhancement and reduction: Firstly, the original image is converted
to HSV space by using ‘rgb2hsv’ function; secondly, the V component (brightness com-
ponent) of the image is multiplied by different coefficients; finally, the synthesized HSV
space image is converted to RGB space by using ‘hsv2rgb’ function, realizing the brightness
enhancement and reduction of the image. In the study, three brightness intensities can be
generated utilizing brightness enhancement, including (H + S + 1.2 × V), (H + S + 1.4 × V)
and (H + S + 1.6 × V); two brightness intensities can be generated using brightness reduc-
tion, including (H + S + 0.6 × V) and (H + S + 0.8 × V).

Image mirroring (horizontal and vertical mirror) was implemented using the Matlab
function ‘imwarp’. The horizontal mirroring was implemented by transforming the left and
right sides of the image centering on the vertical line of the image. The vertical mirroring
was implemented by transforming the upper and lower sides of the image centering on the
horizontal centerline of the image.

For image rotation, the Matlab function ‘imrotate’ was used to rotate the raw image,
and 90◦, 180◦, and 270◦ of rotation were achieved by changing the function parameter
‘angle’, respectively. The transformed images can improve the detection performance of
the model by correctly identifying the apples of different orientations.

Four kinds of motion blur processing were employed to make the convolutional
network model have strong adaptability with the blurred images. A predetermined two-
dimensional filter was created using the Matlab function ‘fspecial’. LEN (length, represents
pixels of linear motion of camera) and THETA (θ, represents the angular degree in a
counter-clockwise direction) of the motion filter were set as (6, 30), (6, −30), (7, 45) and
(7, −45), respectively. Then, the Matlab function ‘imfilter’ was used to blur the image with
the generated filter.

Furthermore, the addition of Gaussian noise with variance of 0.02 to the raw images
was implemented using Matlab function ‘imnoise’.

The final training sets consist of 16,224 images used as the final training set data for
training of apple targets recognition model, including 15,210 enhanced images and 1014
raw images. The detailed distribution of training set data is shown in Figure 3. There was
no overlap between the training set and the test set.
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2.2. Improvment of YOLOv5s Network Architecture
2.2.1. YOLOv5s Network Architecture

YOLOv5 network [30,31] is the latest product of the YOLO architecture series. The
detection accuracy of this network model is high, and the inference speed is fast, with the
fastest detection speed being up of 140 frames per second. On the other hand, the size
of the weight file of YOLOv5 target detection network model is small, which is nearly
90% smaller than YOLOv4, indicating that YOLOv5 model is suitable for deployment to
the embedded devices to implement real-time detection. Therefore, the advantages of
YOLOv5 [31] network are its high detection accuracy, lightweight characteristics, and fast
detection speed at the same time.

Since the accuracy, real-time performance and lightweight aspect of the fruit detection
model are essential to the accuracy and efficiency of the fruit targets recognition for apple
picking robot, this study intends to improve the fruit targets recognition network for the
apple picking robot based on the YOLOv5 architecture. The YOLOv5 architecture contains
four architectures, specifically named YOLOv5s [31], YOLOv5m [31], YOLOv5l [31] and
YOLOv5x [31], respectively. The main difference among them is that the amount of
feature extraction modules and convolution kernel in the specific location of the network is
different. The size of models and the amount of model parameters in the four architectures
increase in turn.

Since there were two varieties of targets to be identified in this study, and the recogni-
tion model has high requirements for real-time performance and lightweight properties.
Therefore, the accuracy, efficiency and size of the recognition model were considered
comprehensively in the study, and the improved design of the apple targets recognition
network was carried out based on the YOLOv5s [31] architecture (Figure 4).
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The YOLOv5s [31] framework mainly consists of three components, including: back-
bone network, neck network and detect network. Backbone network is a convolutional
neural network that aggregates different fine-grained images and forms image features.
Specifically, the first layer of the backbone network is the focus module (Figure 5), which
is designed to reduce the calculation of the model and accelerate the training speed. Its
functions are as follows: Firstly, the input 3 channel image (the default input image size
of YOLOv5s [31] architecture is 3 × 640 × 640) was segmented into four slices with the
size of 3 × 320 × 320 per slice, using a slicing operation. Secondly, concat operation was
utilized to connect the four sections in depth, with the size of output feature map being
12 × 320 × 320, and then through the convolutional layer composed of 32 convolution
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kernels, the output feature map with a size of 32 × 320 × 320 was generated. Finally,
through the BN layer (batch normalization) and the Hardswish activation functions, the
results were output into the next layer.
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Figure 5. Structure of Focus module.

The third layer of the backbone network is the BottleneckCSP module (Figure 6), which
is designed to better extract the deep features of the image. The BottleneckCSP module is
mainly composed of a Bottleneck module, which is a residual network architecture that
connects a convolutional layer (Conv2d + BN + Hardswish activation function) whose
convolution kernel size is 1 × 1, with a convolutional layer whose convolution kernel size
is 3 × 3. The final output of the Bottleneck module is the addition of the output of this part
and the initial input through the residual structure.
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Figure 6. Structure of Bottleneck module.

The initial input of the BottleneckCSP module (Figure 7) is input into two branches,
and the amount of channels of feature maps is halved through the convolution operation in
two branches. Then, through the Bottleneck module and Conv2d layer in branch two, the
output feature map of branch one and two is connected in depth, utilizing concat operation.
Finally, the output feature map of the module was obtained after passing through the BN
layer and Conv2d layer successively, and the size of this feature map is the same as that of
the input of the BottleneckCSP module.
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Figure 7. Structure of BottleneckCSP module.

The ninth layer of the Backbone network is SPP module (spatial pyramid pooling)
(Figure 8), which is designed to improve the receptive field of the network by converting
any size of feature map into a fixed-size feature vector. The size of the input feature map
of the SPP module belonged to YOLOv5s [31] is 512 × 20 × 20. Firstly, the feature map
with a size of 256 × 20 × 20 is output after a pass through the convolutional layer; the
convolution kernel size is 1 × 1. Then, this feature map and the output feature map that
are subsampled through three parallel Maxpooling layers (maximum pooling layer) are
connected in depth, and the size of the output feature map is 1024 × 20 × 20. Finally, the
final output feature map with a size of 512 × 20 × 20 is obtained after a pass through the
convolutional layer with a 512 convolution kernel.
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The neck network is a series of feature aggregation layers of mixed and combined
image features, which is mainly used to generate FPN (feature pyramid networks), and
then the output feature map is transmitted to the detect network (prediction network).
Since the feature extractor of this network adopts a new FPN structure which enhances the
bottom-up path, the transmission of low-level features is improved, and the detection of
objects with different scales is enhanced. Therefore, the same target object with different
sizes and scales can be accurately recognized.

The detect network is mainly used for the final detection part of the model, which
applies anchor boxes on the feature map output from the previous layer, and outputs a
vector with the category probability of the target object, the object score, and the position
of the bounding box surrounding the object. The detection network of YOLOv5s [31] archi-
tecture is composed of three detect layers, whose input is a feature map with dimensions
of 80 × 80, 40 × 40 and 20 × 20 respectively, used to detect the image objects of different
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sizes. Each detect layer finally outputs a 21-channel vector ((2 classes + 1 class probabil-
ity + 4 surrounding box position coordinates) × 3 anchor boxes), and then the predicted
bounding boxes and categories of the targets in the original image were generated and
labeled, implementing the detection of the apple targets in the image.

2.2.2. Improvement of Backbone Network

Since the recognition algorithm for the apple picking robot not only needs to accurately
identify apple targets in a variety of situations in the complex orchard environment, the size
of the model also needs to be compressed as much as possible to facilitate its deployment
in hardware devices; later, the backbone network of YOLOv5s architecture was optimized
and improved in this study. Under the premise of ensuring the detection accuracy, the
amount of the network weight parameters and its volume were reduced, to realize the
lightweight and improved design of the fruit targets recognition network for the apple
picking robot.

The backbone network of the YOLOv5s architecture contains four BottleneckCSP
modules, which contain multiple convolutional layers according to Section 2.2.1. Although
the convolution operation can extract the features in the image, the convolution kernel
contains a large number of parameters, which leads to a large number of parameters in
the recognition model. Therefore, the improved design of the BottleneckCSP module
was executed in this study. The convolutional layer on the bridge branch of the original
module was removed, and the input feature map of the BottleneckCSP module was directly
connected with the output feature map of another branch in depth, which effectively
reduced the number of parameters in the module. The architecture of the improved
BottleneckCSP module is shown in Figure 9, named BottleneckCSP-2. On the other hand,
in order to recoup the limitation of BottleneckCSP-2, which may cause deficiency in the
extraction of deep features in the image, due to its lightweight characteristics, four parts of
the original backbone network where the BottleneckCSP module was used were replaced
with four coterminous BottleneckCSP-2 modules in the study.
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Since the shape and color of apples are different from the background objects in the
image, to improve the detection accuracy of apple targets, the attention mechanism [32]
in the machine vision was utilized in the design of the fruit targets recognition network
to better extract the features of apple targets. The SE module (squeeze and networks,
SENET) [33] is a kind of visual attention mechanism network, wherein a novel feature
re-calibration strategy, illustrating the importance of each feature channel, is automatically
obtained through learning, and then useful features are promoted, and unimportant
features are suppressed accordingly. Since the computation of this module is small, and
the module can effectively improve the expression ability of the model and optimize
the content learned, it is embedded in the backbone network of the improved designed
YOLOv5s architecture in this study, to improve the detection accuracy of the model.
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2.2.3. Improvement of Fusion Feature Layer

The fusion of feature maps of different scales is a significant way to improve the
recognition performance of the target detection network. The purpose of feature fusion is
to combine features extracted from images into a feature with more discriminant ability
than input features. The low-level feature map has a higher resolution and contains more
location and detailed information about the target object. However, due to less feature
extraction through the convolutional layer, the semantics of the low-level feature map are
low, and the feature map contains more noise. The semantic information of high-level
feature map is rich, but the feature map resolution is low, and the perception ability of
details in the image is relatively insufficient. Therefore, the effective fusion of high-level
and low-level features is key to improve the detection performance of the model.

Based on the lightweight improvement design on original YOLOv5s architecture
backbone in Section 2.2.2, combined with the dimensions of the feature maps output from
layers of the improved network architecture, the fusion of layers 4 and 15, 6 and 11, 10
and 21 of the original YOLOv5s architecture was changed to the fusion of layers 5 and
18, 8 and 14, 13 and 24 of the network architecture designed in this study. On the other
hand, after analyzing the captured apple tree image, for the whole image, most of the sizes
of apple targets that needed to be recognized belonged to the medium size. Due to the
output feature map of the 23rd layer of the improved designed network architecture in
the study is used as the input feature map of the target detection layer for medium-sized
objects, therefore, to promote the accuracy of detection for apple, make up for the loss of
spatial information caused by the low resolution of high-level features, the bridge fusion
(feature fusion of the 14th layer and the 18th layer) of the feature maps that input to the
medium-size target detection layer in the original YOLOv5s architecture, was improved
and optimized, and the output of the feature extraction layer with a larger perception field
in the lower layer was fused with the output of the feature extraction layer was located
before the medium-sized target detection layer. In other words, the output feature maps
of the 14th layer and the 21st layer of the improved designed network are fused together.
The architecture of the improved design lightweight fruit recognition network for apple
picking robot is shown in Figure 10.

2.2.4. Improvement of Initial Anchor Box Size

Initial detection anchor boxes of three sizes of original YOLOv5s framework are set
for each feature map of three sizes (80 × 80, 40 × 40, 20 × 20), which are 10 × 13, 16 × 30,
33 × 23; 30 × 61, 62 × 45, 59 × 119; 116 × 90, 156 × 198, 373 × 326 respectively, and the
three feature maps are input to the multi-scale detection layer, utilized for the detection of
small, medium and large objects, respectively. However, since the distance between apples
on the trees in the distant planting row in the background and the apple picking robot
is too long, those apples cannot be regarded as effective targets to be picked. In order to
avoid the false recognition of small apples in the background of the image, and improve
the identification accuracy of apples in the foreground, based on the analysis of the size
of apples in the foreground, the size of small apples in the background of image, and the
size of the image, the sizes of initial anchor boxes belonging to the target detection layer
for small and medium scales in original YOLOv5s network were improved. Combined
with the length-width ratios of the apple targets in the image, the length-width ratios of the
initial anchor boxes were set to about 1/1, which were modified to 80 × 70, 75 × 75, 85 ×
100; 95 × 110, 130 × 110, and 115 × 125 respectively, to achieve the accurate identification
of apple targets.
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2.3. Network Training
2.3.1. Training Platform

Based on the Lenovo Legion Y7000P personal computer (Intel (R) Core (TM) I7-9750H
CPU, 2.6GHz, 16GB memory; NVIDIA Geforce RTX 2060 GPU, 6GB video memory), the
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PyTorch deep learning framework was built under the Windows 10 operating system in
the study, and Python language was utilized to write the program code and call CUDA,
Cudnn, OpenCV and other required libraries, to achieve the training and testing of the
fruit target recognition model for the apple picking robot.

In this study, the improved YOLOv5s network was trained by stochastic gradient
descent (SGD) in an end-to-end way. The batch size of the model training was set to 4, and
each time, the regularization was done by the BN layer to update the weight of model. The
momentum factor (momentum) was set to 0.937, and the decay rate (decay) of weight was
set to 0.0005. The initial vector and IOU (intersection over union) threshold were all set
to 0.01, and the enhancement coefficient of hue (H), saturation (S) and lightness (V) were
set to 0.015, 0.7 and 0.4, respectively. The number of training epochs was set to 300. After
training, the weight file of the recognition model obtained was saved, and the test set was
utilized to evaluate the performance of the model. The final output of the network is the
location boxes of the two varieties of apple targets recognized (the prediction box of fruit
location) and the probability of belonging to a specific category.

2.3.2. Training Results

The training loss and validation loss curves are shown together in Figure 11a, indicat-
ing that the loss value decreased rapidly in the first 100 epochs of network training, and
basically, tends to be stable after 250 epochs of training. Therefore, the model output after
300 epochs of training was determined as the fruit target recognition model for the apple
picking robot in this study. Furthermore, the training set mAP (mean average precision)
and validation set mAP are shown together in Figure 11b. The above charts indicate that
the model was trained well without overfitting.
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2.4. Test and Evaluation of Model
2.4.1. Evaluation Indicators of Model

In the study, objective evaluation indicators such as Precision (1), Recall (2), mAP
(mean average precision) (3) and F1 score (4) were used to evaluate the performance of the
trained apple targets recognition model. The calculation equations are as follows:

Precision =
TP

TP + FP
(1)

Recall =
TP

TP + FN
(2)
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mAP =
1
C

N

∑
K=i

P(k)∆R(k) (3)

F1 =
2

1
Precision + 1

Recall
(4)

where, TP means that the number of correctly identified two varieties of apple targets; FP
means that the number of misidentified background as apple targets; FN represents the
number of unidentified apple targets; C represents the number of apple target categories;
N represents the number of IOU thresholds, K is the IOU threshold, P(k) is the precision,
and R(k) is the recall.

2.4.2. Determination of Prediction Confidence Threshold

After the confidence of the target was obtained by the recognition model, the identified
targets would be filtered using the preset threshold. The precision and recall of the detection
results are different based on the same recognition model utilizing different thresholds for
prediction. If the confidence threshold of the recognition model was not set appropriately,
the prediction results were shown in Figure 12: The small apple targets in the distant
background would be detected by mistake (labeled by yellow ellipse in Figure 12a), if
the confidence threshold were set too low. The apple target in the foreground would
not be recognized (labeled by yellow ellipse in Figure 12b) if the threshold were set too
high. Therefore, it is essential to determine an appropriate confidence threshold for the
recognition model, and then the apple targets can be recognized accurately based on the
predicted confidence from the model.
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Based on the trained apple targets detection model, by adjusting the confidence thresh-
old, the optimal prediction threshold was determined by combing with the actual demand
of the fruit target recognition task for the apple picking robot, and comparing the recogni-
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tion precision, recall and mAP of the detection results using different threshold values for
two varieties of targets in the test data set, including 200 images. The precision, recall and
mAP of the model utilizing different confidence thresholds are shown in Figure 13.
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For the picking robot’s apple targets recognition task, only apples in the foreground
(within the scope that the grasping end-effector can pick) need to be detected. Therefore,
to eliminate the interference from other small apples of the background, precision was
considered first between the precision and recall of the recognition model. On the other
hand, mAP, which is used to evaluate the performance of the model, should be referred to
when selecting the threshold, since both precision and recall can be reflected in it.

According to the analysis of Figure 13, if the confidence threshold value was set to
lower than 0.5, the precision was relatively low, less than 80%; if the confidence threshold
value was set higher than 0.5, the mAP was decreased gradually. Therefore, considering
the recognition precision and mAP of the model comprehensively, when the confidence
threshold was set at 0.5, the performance of the model is the best, with the precision, recall,
mAP being 83.83%, 91.48%, and 86.75%, respectively.

3. Results
3.1. Results and Analysis of Apple Targets Detection

In order to verify the performance of the fruit, a real-time recognition model for the
apple picking robot based on the improved design of YOLOv5s in the study, the recognition
results of the model on 200 images of the test set were further analyzed. There are a total of
2336 apple targets in 200 test set images, among which the target number of graspable fruits
is 1007, and the target number of ungraspable fruits is 1329. The specific recognition results
of the method proposed in the study are shown in Table 3, which indicates that, for the
graspable fruits, the precision, recall, mAP value and F1 score of the proposed model were
85.51%, 94.33%, 89.23% and 89.70%, respectively; for ungraspable fruits, the identification
results were 82.56%, 89.32%, 84.87% and 85.81%, respectively. The overall identification
precision, recall, mAP and F1 were 83.83%, 91.48%, 86.75% and 87.49%, respectively.

Table 3. Recognition results of apple targets using improved YOLOv5s network.

Test Set Number Precision (%) Recall (%) mAP (%) F1 (%)

Graspable apple 1007 85.51 94.33 89.23 89.70
Ungraspable apple 1329 82.56 89.32 84.87 85.81

Total 2336 83.83 91.48 86.75 87.49

Examples of the recognition results of the proposed model for graspable and ungras-
pable fruits in different weather and lighting conditions are shown in Figure 14. Green
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boxes were used for the label graspable fruits, while blue boxes were used for the label
ungraspable fruits. As can be seen in Figure 14, the proposed recognition model is not
only suitable to detect the images captured under uniform illumination on cloudy days,
but also applicable to detect the images captured under sunny conditions. Moreover, the
two varieties of fruit targets could also be well recognized under frontlight, backlight and
sidelight conditions on a sunny day, utilizing the proposed model.
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3.2. Comparison with the Recognition Results Using Different Object Detection Algorithms

In order to further analyze the recognition performance of the proposed algorithm for
apple targets, the improved YOLOv5s network was compared with the original YOLOv5s,
YOLOv3, YOLOv4 and EfficientDet-D0 network on 200 images of test set in the study. The
mAP value and average recognition speed of the model were taken as evaluation indicators.
The recognition results, size and the number of parameters of each network model are
shown in Table 4.

According to Table 4, the mAP value of the improved YOLOv5s recognition model
proposed in the study was the highest, which was 5.05% higher than that of the original
YOLOv5 network, 14.95%, 4.74% and 6.75% higher than that of the YOLOv3, YOLOv4
and EfficientDet-D0 network respectively, indicating that the algorithm proposed was the
best for apple targets recognition among five methods. For the recognition speed of the
model, the average detection speed of the improved YOLOv5s model was 0.015 s per image
(66.7 fps) (fps, frames per second), which was 2.53, 1.13 and 3.53 times of EfficientDet-D0,
YOLOv4 and YOLOv3 network respectively, indicating that the proposed model can satisfy
the requirements of the picking robot for real-time apple recognition. On the other hand,



Remote Sens. 2021, 13, 1619 17 of 23

it can be seen from Table 4 that the size of the improved YOLOv5s recognition model
proposed in the study was only 12.7 MB, accounting for 90.71%, 5.4%, 5.2% and 84.67% of
the original YOLOv5s, YOLOv3, YOLOv4 and EfficientDet-D0 networks, respectively. It
showed that the proposed network cannot only ensure the recognition accuracy, but also
realize the lightweight properties of the network effectively.

Table 4. Performance comparison of five object detection networks.

Object Detection Networks mAP
(%)

Average Detection
Speed (s/pic)

Number of
Parameters

Size of
Model (MB)

YOLOv5s 81.7 0.013 7.25 × 106 14.0
YOLOv3 71.8 0.053 6.15 × 107 235.0
YOLOv4 82.01 0.017 6.39 × 107 244.0

EfficientDet-D0 80.0 0.038 3.83 × 106 15.0
Our network 86.75 0.015 6.52 × 106 12.7

Overall, the model proposed in the study was the most lightweight among the five
network models, with the highest mAP value. The recognition speed of the proposed
model is faster than that of the EfficientDet-D0, YOLOv3 and YOLOv4 networks. Although
the recognition speed was slightly lower than that of the original YOLOv5s network, the
average recognition speed could reach 66.7 fps, which can satisfy the requirements of
real-time apple recognition.

Examples of recognition results of the five network models are shown in Figure 15,
which are the identification results of apple targets in cloudy and sunny conditions. As
shown in Figure 15a, the identification results of the improved YOLOv5s network proposed
in the study were accurate, without misrecognition or missed recognition. It can be seen
that, in cloudy conditions, the misrecognition that the ungraspable apple was identified as
a graspable one occurred in YOLOv5s, EfficientDet-D0, and YOLOv3 networks (labeled by
yellow ellipse in Figure 15b(1),c(1),d(1)). Moreover, missed recognition that the ungraspable
apple was not identified occurred in EfficientDet-D0, YOLOv3 and YOLOv4 networks (la-
beled by white ellipse in Figure 15c(1),d(1),e(1,2)). For sunny condition, the misrecognition
that the ungraspable apple was identified as a graspable one occurred in EfficientDet-D0,
YOLOv3 and YOLOv4 network (labeled by yellow ellipse in Figure 15c(2),d(2),e(2)), and
the misrecognition that the graspable apple was identified as an ungraspable one occurred
in EfficientDet-D0 (labeled by pink ellipse in Figure 15c(2)).
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4. Discussion

Most of the existing recognition algorithms for fruits on apple trees regarded apple
targets in the complex orchard environment (leaf occlusion, branch occlusion, mixed
occlusion and fruit occlusion etc.) as one class. However, there are few studies on the
multi-classification recognition of apple targets. Faster R-CNN network was used by
Gao et al. [24] to identify four types of apple targets under different conditions on apple
trees, including non-occluded fruit, leaf-occluded fruit, branch/wire-occluded fruit, and
fruit-occluded fruit. In order to verify the recognition performance of the algorithm
proposed in the study, the recognition results of the proposed algorithm were compared
with those of the algorithm proposed by Gao et al. [24], shown in Table 5.

Table 5. Performance comparison with multi-class detection method for apple.

Detection Method
mAP
(%)

mAP of Different Classes (%)
Detection

Speed (s/pic)
Size of
Model
(MB)

Graspable Ungraspable

Non-Occluded Leaf-Occluded Branch/Wire-
Occluded Fruit-Occluded

Faster R-CNN(VGG16) 87.9 90.9 89.9 85.8 84.8 0.241 512
Our model 86.75 89.23 84.87 0.015 12.7

Considering more categories division for apple targets will lead to the increasement
of recognition model size, increasing the difficulty of network identification and detection
time, since the algorithm proposed in the study was a lightweight fruit targets real-time
detection method for apple picking robot, therefore, the classification of the apples into
two categories including graspable apple (not occluded or only occluded by leaves) and
ungraspable one (other conditions) was already satisfied with actual requirements.

As can be seen from Table 5, the mAP of the compared algorithm for the four types
of fruits was 90.9%, 89.9%, 85.8% and 84.8% respectively, and the overall mAP was 87.9%,
which was 1.15% higher than that of the recognition algorithm proposed in the paper
(86.75%). However, the size of the recognition model in Gao’s paper was relatively large,
with a weight file of 512 MB; the size of the light-weight recognition model proposed
in this paper is 12.7 MB, accounting for only 2.48% of the size of model in Gao’s paper.
Significantly, the lightweight of the model size is conducive to the deployment of model in
hardware devices later. On the other hand, the apple recognition speed is significant for the
picking robot, which influences the working efficiency of the robot. The recognition speed
of the model in Gao’s paper was 0.241 s per image (4.15 fps), which was not satisfied with



Remote Sens. 2021, 13, 1619 20 of 23

the requirements of real-time apple targets recognition. However, the average detection
speed of the model proposed in the study was 0.015 s per image (66.7 fps), which was 16.07
times the detection speed in Gao’s paper, satisfying the requirements of picking robot for
real-time apple recognition.

Furthermore, it is notable that the recognition results of YOLOv4 algorithm in
Section 3.2 shows that the detection performance of the model is good, since its mAP
was the highest among the four contrasted algorithms, even higher than the mAP of
original YOLOv5s, which reflects the excellent target detection ability of the model. How-
ever, the size of the model is relatively large, reaching 244 MB, which may increase the
deployment cost of the recognition algorithm in the embedded devices of picking the robot
vision system.

The YOLOv5 network contains four varieties of architectures (YOLOv5s, YOLOv5m,
YOLOv5l and YOLOv5x) with different sizes, indicating the strong flexibility of this model.

Therefore, users can choose the specific model with appropriate size for development
and application based on the actual task requirements. The main consideration of the
selection and design of recognition algorithm in this study was its future application
environment which was the application deployment of the detection algorithm on the apple
picking robot to realize real time fruit targets recognition. The advantages of lightweight
(very small model size) and high detection speed of YOLOv5s network will reduce the
deployment cost of the recognition model, indicating the great potential of the detection
model based on improved YOLOv5s for deployment in the embedded devices of picking
robot vision system.

Overall, the strengths of the proposed apple detection algorithm are reflected in the
following points: firstly, it is able to automatically recognize the graspable and ungraspable
apple targets in an image which has not been studied before; secondly, the detection
performance, especially the detection speed of the improved designed YOLOv5s model is
excellent, which is suitable for the real-time apple recognition of the picking robot; finally,
the size of the proposed detection model is very lightweight, indicating that it has great
potential to be deployed in hardware devices, which is essential for the wide application of
the detection algorithm, it is related to the cost of picking robot’s visual system, since the
larger the model, the higher the requirement of configuration and computing ability of the
hardware equipments.

On the other hand, since the apple picking robot has the ability of working at night,
however, the algorithm proposed in the study is designed for fruit recognition in the
daytime. Therefore, it is not necessarily suitable for apple target recognition at night, which
is a limitation of our detection algorithm. In addition, the recognition object of the paper
is a red apple which is widely planted. However, a large number of green apple trees are
planted in the same apple orchard at the same time in general, but the algorithm proposed
in the paper cannot realize the recognition of green apples, which limits the application
scope of the apple picking robot, indicating another limitation of our detection algorithm.

5. Conclusions and Future Work

In order to realize the automatic recognition of graspable and ungraspable fruits for
the picking robot in an apple tree image, a light-weight fruit target real-time detection
method for the apple picking robot based on improved YOLOv5 was proposed in the study.

In the improved designed network architecture, to realize the light-weight improve-
ment of the network, BottleneckCSP module was improved designed to BottleneckCSP-2
module, which was used to replace the BottleneckCSP module in the backbone architecture
of original YOLOv5s network. To acquire the feature of apple targets under different
conditions better, SE module was inserted to the improved designed backbone network.
To improve the recognition accuracy of apple targets, the bonding fusion mode of feature
maps which were input into the target detection layer of medium size in original YOLOv5s
network was improved. To avoid the misrecognition of small apples in the background
of image, the initial anchor box size of original network was improved. The detection
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results of the test set showed that the proposed improved network model can effectively
realize the recognition of the fruits that can be grasped by picking robot and ungraspable
in the current apple tree image. The total recall, precision, mAP, and F1 of recognition were
91.48%, 83.83%, 86.75%, and 87.49%, respectively. The average detection speed was 0.015 s
per image.

The detection results for two varieties of targets of the improved YOLOv5s algo-
rithm proposed in the study were compared with the detection results of another four
algorithms on the 200 test set images. The results indicated that, contrasting with origi-
nal YOLOv5s, YOLOv3, YOLOv4 and EfficientDet-D0 model, the mAP of the proposed
improved YOLOv5s model increased by 5.05%, 14.95%, 4.74% and 6.75%, respectively.
The size of the model was compressed by 9.29%, 94.6%, 94.8% and 15.3%, respectively.
The average recognition speed of the proposed improved model was 0.015 s per image
(66.7 fps), which was 2.53, 1.13 and 3.53 times of EfficientDet-D0, YOLOv4 and YOLOv3
network respectively, satisfying the requirements of real-time apple detection.

Future Work

Consider the limitations of the proposed detection algorithm illustrated in 4. In
discussion, in terms of improving the application scope of our algorithm and apple picking
robot, a large number of green apple image data will be captured. Furthermore, the
images of red apples and green apples will also be captured at night by utilizing artificial
lighting. All the image samples above will be added to the training sets which are used for
training of the detection model, in order to realize automatic recognition of the graspable
and ungraspable red or green apple targets in an image in day and night. On the other
hand, since the proposed algorithm can realize real time recognition of the graspable
and ungraspable apple targets for the picking robot, it can therefore be combined with
the movement control strategy of the grasping end-effector in the next step, in order to
realize the picking of apples occluded by branches or fruits by adjusting the picking angle
and the position of the end-effector. Future work also includes the recognition of fruits
on other apple tree varieties or fruits of protected horticulture based on the improved
designed detection network architecture. Furthermore, the recognition of target objects
in unmanned aerial vehicle (UAV-based) remote sensing images utilizing the detection
network architecture proposed in this study is also worth studying in the future.
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