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#### Abstract

Time delay and integration (TDI) charge-coupled device (CCD) is an image sensor for capturing images of moving objects at low light levels. This study examines the model construction of stitched TDI CCD original multi-slice images. The traditional approaches, for example, include the image-space-oriented algorithm and the object-space-oriented algorithm. The former indicates concise principles and high efficiency, whereas the panoramic stitching images lack the clear geometric relationships generated from the image-space-oriented algorithm. Similarly, even though the object-space-oriented algorithm generates an image with a clear geometric relationship, it is time-consuming due to the complicated and intensive computational demands. In this study, we developed a multi-slice satellite images stitching and geometric model construction method. The method consists of three major steps. First, the high-precision reference data assist in block adjustment and obtain the original slice image bias-corrected RFM to perform multi-slice image block adjustment. The second process generates the panoramic stitching image by establishing the image coordinate conversion relationship from the panoramic stitching image to the original multi-slice images. The final step is dividing the panoramic stitching image uniformly into image grids and employing the established image coordinate conversion relationship and the original multi-slice image bias-corrected RFM to generate a virtual control grid to construct the panoramic stitching image RFM. To evaluate the performance, we conducted experiments using the Tianhui-1(TH-1) high-resolution image and the Ziyuan-3(ZY-3) triple liner-array image data. The experimental results show that, compared with the object-space-oriented algorithm, the stitching accuracy loss of the generated panoramic stitching image was only 0.2 pixels and that the mean value was 0.799798 pixels, achieving the sub-pixel stitching requirements. Compared with the object-space-oriented algorithm, the RFM positioning difference of the panoramic stitching image was within 0.3 m , which achieves equal positioning accuracy.
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## 1. Introduction

The spaceborne linear-array sensor is an indispensable carrier for remote sensing earth observation. Given the growing applications and uses of remote sensing technology, sensor performance, index, and imaging quality should meet more stringent requirements. Most optical sensors employ the spliced time delay and integration charge-coupled device (TDI CCD) technology in acquiring ground images to achieve high imaging quality and wide terrain coverage. It has a wide range of applications due to its outstanding imaging performance. For example, satellites such as IKONOS, QuickBird, WorldView-2, SPOT6/7, LandSat-8, "Tianhui-1 (TH-1)", "Ziyuan-3 (ZY-3)", "Gaofen-2", and "Gaofen-7" [1-7] are equipped with these sensors. As the technology progresses, the spatial resolution of images
has reached the sub-meter level. Therefore, the stitching processing of original multi-slice images and the construction of geometric models of panoramic stitching images cannot ignore stitching errors.

Along the flight direction of the satellite platform, the stitched TDI CCD sensor obtains original multi-slice images for earth observation. Multiple factors change the geometric quality of the original multi-slice images and the overlapping relationship of the adjacent slice, such as internal aberrations of the sensor, deflection angle control, platform tremor, and attitude angle errors. Consequently, imaging parameters require the on-orbit geometric calibration and the correction of the ground processing model. Taking the external and internal errors into account, including the bias of camera installation angle, time measurement errors, attitude measurement errors, orbit measurement errors and optical distortion of the camera lens, Xu et al. [8] applied the geometric calibration model to enhance the direct positioning performance and internal accuracy of the $\mathrm{ZY}-302$ satellite triple linear-array. Wang et al. [9-12] recommended a self-calibration model suitable for images to eliminate the system positioning error and improve image stereo positioning accuracy. After geometric calibration, the upgraded image quality facilitates the subsequent high-quality stitching and geometric model construction of the original multi-slice images.

Current stitching algorithms classify two types: image-space-oriented and object-space-oriented. The image-space-oriented algorithm relies on automatic image matching to generate tie points and adopt specific stitching models to complete the stitching, such as interslice translation [13], piecewise affine transformation [14], and line integration time normalization [15]. The image-space-oriented algorithm is efficient and straightforward, relying solely on the image's information, whereas the resulting panoramic stitched image lacks a clear geometric object-image relationship. The object-space-oriented algorithm is generated from the continuity of the object-space and generates the panoramic stitched image based on the strict geometric model of the sensor. Hu [15] proposed an object-space stitching algorithm for constructing a virtual TDI CCD line array according to the interslice imaging geometric constraint relationship between three inconsistent TDI CCDs fragments, discussed the sources of stitching errors, and validated the method through simulated data. Numerous studies [16-19] have explored the influence of topographic relief on the splicing accuracy and generated the rational function model (RFM) based on constructing a strict geometric model of the virtual line array. Pan et al. [20,21] optimized the stitching process and verified the method's feasibility using ZY-1 02C satellite high-resolution images. Jiang et al. [22] set up a virtual camera model through the relative geometric inspection of the dual cameras of the Remote Sensing 24, achieving seamless stitching of the dual cameras. The object stitching algorithm has a strict and clear geometric object relationship, but the precise sensor parameters and data, such as orbital ephemeris, are often challenging to obtain, and the processing is difficult and time-consuming.

This study presents a method for stitching and the geometric model construction of multi-slice satellite images. Using the multi-slice image block adjustment, the proposed modeling approach takes advantage of high-precision reference data for control points, enhancing the positioning accuracy of the original multi-slice image RFM. The image segmental affine transformation model is applied to set the coordinate transformation relationship of the image points from the panoramic stitch image to the original segmented image. Finally, the panoramic stitching image is divided evenly into image grids. The established image coordinate conversion relationship and the original segmented image RFM compensation model are used to establish a virtual control grid of objects to construct the panoramic stitching image RFM.

## 2. Materials and Methods

### 2.1. Study Area and Data Acquisition

The research site is located in the Dengfeng area ( $34^{\circ} 27^{\prime} \mathrm{N}, 113^{\circ} 02^{\prime} \mathrm{E}$ ) of Henan Province, Central China. The study area includes mountainous, hilly, and flat terrain with undulating topography. The region's mean elevation is 350 m , while the maximum elevation is 1450 m .

Two different satellite image data were collected, TH-1 02 high-resolution (HR) image and ZY-3 01 triple linear-array image. Table 1 presents the detailed information of the experimental data, while Figure 1 shows the overview of the original multi-slice images. Data A use mechanical stitching, and there is a misalignment relationship of about 2114 pixels in the along-track direction in the adjacent slice. Data B are imaged by optical stitching, and the misalignment in the along-track direction in the adjacent slice is smaller. High-precision reference data, including digital orthophoto mapper (DOM) (resolution: 0.5 m ) and digital elevation model (DEM) (resolution: 1 m ), were also employed to match the reference points automatically.

Table 1. Characteristics of multi-slice images from TH-1 and ZY-3 acquired at the study site.

| Parameters | Data A | Data B |
| :---: | :---: | :---: |
| Sensor Name | TH-1 02 HR | ZY-3 01 TLC |
| Image Size of Single Image <br> (Pixels) | $35,000 \times 4096$ | Forward: $16,384 \times 4096$ <br> Nadir: $24,576 \times 8192$ <br> Backward: $16,384 \times 4096$ |


| No. of Multi-slice Images | 8 | Forward: 4 <br> Nadir: 3 <br> Backward: 4 |
| :---: | :---: | :---: |
| Ground Sample Distance $(\mathrm{m})$ | 2 | Forward: 3.5 <br> Nadir: 2.1 <br> Backward: 3.5 |
| Range $\left(\mathrm{km}^{2}\right)$ | $60 \times 60$ | $51 \times 51$ |
| Acquisition Date | 16 May 2014 | 3 February 2012 |

### 2.2. Processing and Analysis

For multi-linear array images, the original multi-slice images were matched to obtain the tie points. Some filtered tie points were matched with the DOM, and the ground control points (GCPs) were acquired after interpolating the elevation values in the DEM. As for single-line array images, the original multi-slice images were directly matched with the DOM to obtain the GCPs. Adjacent slice images were automatically matched to obtain interslice tie points (ITPs) in the overlapping area. The SUFT algorithm applies automatic matching with a matching accuracy greater than 0.5 pixels.

For multi-linear array images as the ZY-3 satellite triple linear-array, its nadir view image comprises 3 CCDs, and the forward and backward view images are composed of 4 CCDs, respectively. The multi-slice images were matched by multi-view to obtain the tie points, and some of the tie points were screened and matched with the DOM with geographic information to obtain the corresponding ground point plane coordinates. The elevation values are interpolated in the DEM, which were used as control points after the elevation datum conversion.

With regard to single-linear array image, such as the TH-1 satellite HR image, is composed of 8 CCDs. The original slice image was directly matched with the DOM to obtain the control point plane coordinates, and the elevation value was interpolated and updated in the DEM.


Figure 1. Original multi-slice images: (a) Data A; (b) Data B Forward; (c) Data B Nadir; (d) Data B Backward.

The processing consists of three steps: (1) multi-slice images RFM block adjustment, (2) panoramic image stitching based on piecewise affine transformation model, (3) and panoramic stitching image RFM construction. Figure 2 shows the methodology flow chart and depicts the details of each step.


Figure 2. RFM construction process of panoramic stitching image.

### 2.3. Multi-Slice Images RFM Block Adjustment

The satellite is calibrated on-orbit and eliminates the systematic errors of the inner and outer azimuth elements. However, after the satellite is in operation for a period of time, due to outer orientation data, observations have a specific systematic error, making geometric image positioning biased. Moreover, the RFM generated by the strict geographical model fitting also has a corresponding systematic error. The assistance of high- precision reference data can compensate for the systematic errors of each original slice image, thus improving the RFM positioning accuracy.

### 2.3.1. Bias-Corrected RFM

RFM connects the image coordinate with the corresponding object coordinate in the form of a polynomial ratio [23]. The definition is shown in Equation (1).

$$
\left\{\begin{array}{l}
r_{n}=\frac{N_{L}\left(B_{n}, L_{n}, H_{n}\right)}{D_{L}\left(B_{n}, L_{n}, H_{n}\right)}=\frac{\left(\begin{array}{lllllll}
1 & L_{n} & B_{n} & H_{n} & \cdots & B_{n}^{3} & H_{n}^{3}
\end{array}\right)\left(\begin{array}{lllll}
a_{0} & a_{1} & \cdots & a_{19}
\end{array}\right)^{\mathrm{T}}}{\left(\begin{array}{llllll}
1 & L_{n} & B_{n} & H_{n} & \cdots & B_{n}^{3} \\
H_{n}{ }^{3}
\end{array}\right)\left(\begin{array}{llll}
b_{0} & b_{1} & \cdots & b_{19}
\end{array}\right)^{\mathrm{T}}}  \tag{1}\\
c_{n}=\frac{N_{S}\left(B_{n}, L_{n}, H_{n}\right)}{D_{S}\left(B_{n}, L_{n}, H_{n}\right)}=\frac{\left(\begin{array}{llllll}
1 & L_{n} & B_{n} & H_{n} & \cdots & B_{n}^{3} \\
c_{n} & H_{n}^{3}
\end{array}\right)\left(\begin{array}{lllll}
c_{0} & c_{1} & \cdots & c_{19}
\end{array}\right)^{\mathrm{T}}}{\left(\begin{array}{lllllll}
1 & L_{n} & B_{n} & H_{n} & \cdots & B_{n}^{3} & H_{n}^{3}
\end{array}\right)\left(\begin{array}{lllll}
d_{0} & d_{1} & \cdots & d_{19}
\end{array}\right)^{\mathrm{T}}}
\end{array}\right.
$$

where, $a_{k}, b_{k}, c_{k}$ and $d_{k}(k=0,1, \cdots 19)$ are RFM parameters; $b_{0}$ and $d_{0}$ are usually $1 ;\left(r_{n}, c_{n}\right)$ are normalized image coordinates; and $\left(B_{n}, L_{n}, H_{n}\right)$ are normalized object coordinates.

$$
\left\{\begin{array}{c}
r_{n}=\frac{r-r_{0}}{r_{s}}, c_{n}=\frac{c-c_{0}}{c_{s}}  \tag{2}\\
B_{n}=\frac{B-B_{0}}{B_{s}}, L_{n}=\frac{L-L_{0}}{L_{s}}, H_{n}=\frac{H-H_{0}}{H_{s}}
\end{array}\right.
$$

where, $r, c, B, L$ and $H$ are the unnormalized coordinate; $r_{0}, r_{s}, c_{0}$ and $c_{s}$ are the image coordinate normalization parameters; $B_{0}, B_{s}, L_{0}, L_{s}, H_{0}$ and $H_{s}$ are the object coordinate normalization parameters.

Image compensation (IC) eliminates the systematic error of the image and is more theoretically rigorous than object compensation $[24,25]$. The affine transformation model is usually chosen as the image compensation model and is given by the expression:

$$
\left\{\begin{array}{l}
\Delta r=a_{0}+a_{1} r+a_{2} c  \tag{3}\\
\Delta c=b_{0}+b_{1} r+b_{2} c
\end{array}\right.
$$

where, $a_{0}-b_{2}$ are the systematic error compensation parameters for each slice image.
Therefore, the correction relationship between image and object coordinates is as follows:

$$
\left\{\begin{array}{l}
r+\Delta r=F_{l}  \tag{4}\\
c+\Delta c=F_{s}
\end{array}\right.
$$

where, $F_{l}=r_{s} \frac{N_{L}\left(B_{n}, L_{n}, H_{n}\right)}{D_{L}\left(B_{n}, L_{n}, H_{n}\right)}+r_{0}$, and $F_{s}=c_{s} \frac{N_{s}\left(B_{n}, L_{n}, H_{n}\right)}{D_{S}\left(B_{n}, L_{n}, H_{n}\right)}+c_{0}$.

### 2.3.2. RFM Block Adjustment

When the object of study is a multi-linear array image, the observations include two types of GCPs and tie points. Since the coordinates of the GCPs are precisely known, the unknown parameters of the error equation constructed only include the RFM image compensation parameters. In this case, Equation (4) is considered a linear equation, and the error equation is established as Equation (5). Image compensation eliminates the systematic error of the image and is more theoretically rigorous than object compensation [22,23]. Therefore, the affine transformation model is usually chosen as the image compensation model, given by the expression:

$$
\left\{\begin{array}{l}
v_{r}=r+\Delta r-F_{l}  \tag{5}\\
v_{c}=c+\Delta c-F_{s}
\end{array}\right.
$$

In addition to the RFM image compensation parameters, the tie point unknown parameters also contain its object coordinates. Equation (4) needs to be linearized, and the initial value of the tie point object coordinates can be obtained from the RFM space intersection. The tie point error equation is:

$$
\left\{\begin{array}{l}
v_{r}=r+\Delta r-F_{l}^{0}-\left.\frac{\partial F_{l}}{\partial(B, L, L H)}\right|_{(B, L, H)^{0}} d(B, L, H)  \tag{6}\\
v_{c}=c+\Delta c-F_{s}^{0}-\left.\frac{\partial F_{s}}{\partial(B, L, H)}\right|_{(B, L, H)^{0}} d(B, L, H)
\end{array}\right.
$$

Combining Equations (5) and (6), the image compensation parameters and the object coordinates of the tie point are solved together and written in matrix form as follows:

$$
\begin{equation*}
V=A M+B N-L, P \tag{7}
\end{equation*}
$$

where, $\boldsymbol{V}=\left[\begin{array}{cc}v_{r} & v_{c}\end{array}\right]^{\mathrm{T}}$ is the residual vector of the error equation; $\boldsymbol{M}=\left[\begin{array}{llllll}\Delta a_{0} & \Delta a_{1} & \Delta a_{2} & \Delta b_{0} & \Delta b_{1} & \Delta b_{2}\end{array}\right]^{\mathrm{T}}$ is the vector of coefficient corrections of the image affine transformation; $N=\left[\begin{array}{ccc}\Delta B & \Delta L & \Delta H\end{array}\right]^{\mathrm{T}}$ is the vector of corrections of the object coordinates of the tie point; $\boldsymbol{A}=\left[\begin{array}{cccccc}1 & r & c & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & r & c\end{array}\right]$ and $\boldsymbol{B}=\left[\begin{array}{ccc}\frac{\partial F_{l}}{\partial B} & \frac{\partial F_{l}}{\partial L} & \frac{\partial F_{l}}{\partial H} \\ \frac{\partial F_{s}}{\partial B} & \frac{\partial F_{s}}{\partial L} & \frac{\partial F_{s}}{\partial H}\end{array}\right]$ are the matrix of coefficients of the unknowns; $L$ is the constant term obtained from the calculation; and $\boldsymbol{P}$ is the power matrix.

When the object of study is a single-linear array image, the observations consist of only GCPs, and the error equation can be established from Equation (5) in the form of a matrix, where the vector expressions are all consistent with Equation (7).

The control points and tie points establish the error equation using Equations (5) and (6), and the weight is fixed given the observation accuracy. The leveling operation yields the RFM image compensation model.

### 2.4. Panoramic Image Stitching Based on Piecewise Affine Transformation Model

The mounting relationship is introduced with three TDI CCDs as an example, as shown in Figure 3. The TDI CCDs are staggered in the focal plane with each slice length w pixels, spaced by dy pixels along the track direction, and overlapping dx pixels in the vertical track direction. The original multi-slice images are obtained by pushing and scanning along the flight direction.


Figure 3. Multi-slice TDI CCD mounting structure.

### 2.4.1. Piecewise Affine Transformation Model

Acquired directly from three TDI CCDs that are strictly co-linear in the focal plane, the panoramic stitching image keeps the position of the odd slice image unchanged and embeds the even slice image between the odd slice images. As shown in Figure 4a, VCCD2 is the part of the even slice image CCD2 converted to the panoramic stitching image. With the reference of the odd slice image and the even slice image embedded, the imaging geometry of the original slice image maintains to the maximum extent to prevent the
stretching deformation of the left and right edges of the panoramic stitching image. In addition, setting the stitching line at the right border of the CCD1 image and the left border of the CCD3 image preserves the odd-slice image information.


Figure 4. Panoramic stitching image generation process. (a) CCD position relationship before and after stitching. (b) Geometric stitching schematic.

The multi-slice images automatically match the interslice tie points in the overlapping area of adjacent slices. With the matched interslice tie points, the trend of vertical offset is measured, and the CCD2 image of the original multi-slice image can solve the affine transformation coefficients using the interslice tie points. The affine transformation coefficients are calculated as follows.

Assuming that there are pairs of tie points on the left side of the $k_{1}$ segment of the CCD2 image, the coordinates in CCD1 and CCD2 are ( $r_{1 i}, c_{1 i}$ ) and ( $\left.r_{2 i}, c_{2 i}\right), i=1,2, \cdots, k_{1}$, respectively. There are pairs of tie points on the right side. The coordinates in CCD2 and CCD3 are $\left(r_{2 i}, c_{2 i}\right)$ and $\left(r_{3 i}, c_{3 i}\right), i=k_{1}+1, k_{1}+2, \cdots, k_{1}+k_{2} .(r, c)$ indicates the image coordinates of the original slice image. The first number of the subscript represents the original slice image number, and the second letter of the subscript represents the tie point serial number.

Using $(l, s)$ to represent the image coordinates of the panoramic stitching image, the CCD2 tie point coordinates on the panoramic stitching image are: for the left tie point, $\left(l_{i}, s_{i}\right)=\left(r_{1 i}, c_{1 i}\right), i=1,2, \cdots, k_{1}$; and for the right tie point, $\left(l_{i}, s_{i}\right)=\left(r_{3 i}, c_{3 i}-2 \times d x\right)$, $i=k_{1}+1, k_{1}+2, \cdots, k_{1}+k_{2}$. When converting the CCD2 image to the VCCD2 image, the tie point coordinates are converted from $\left(r_{2 i}, c_{2 i}\right)$ to $\left(l_{i}, s_{i}\right)$. An affine transformation model is constructed for the $j$ segment to describe the coordinate conversion relationship before and after the stitching in the following form:

$$
\left\{\begin{array}{l}
r_{2 i}=a_{0 j}+a_{1 j} \times l_{i}+a_{2 j} \times s_{i}  \tag{8}\\
c_{2 i}=b_{0 j}+b_{1 j} \times l_{i}+b_{2 j} \times s_{i}
\end{array}\right.
$$

where, $j=1,2, \cdots, n$ ( $n$ denotes the number of segments); $a_{0 j}-b_{2 j}$ are $j$ segment's six affine transformation parameters, describing the translation, rotation, and scaling in the row and column directions of the segmented image, accordingly.

### 2.4.2. Panoramic Stitching Image Generation

As shown in Figure 4b, the CCD1 image and CCD3 image are completely preserved in the panoramic stitching image, and the VCCD2 image is generated from the CCD2 image based on the segmented affine transformation model by grayscale resampling. The image point coordinate conversion relationship F from the panoramic stitching image to the original slice image is as follows.

For panoramic stitching image CCD1 region:

$$
\left\{\begin{array}{l}
r=l  \tag{9}\\
c=s
\end{array}\right.
$$

where, $1 \leq l \leq L ; 1 \leq s \leq w$.
For panoramic stitching image VCCD2 region:

$$
\left\{\begin{array}{l}
r=a_{0 j}+a_{1 j} \times l+a_{2 j} \times s  \tag{10}\\
c=b_{0 j}+b_{1 j} \times l+b_{2 j} \times s
\end{array}\right.
$$

where, $L_{j-1} \leq l \leq L_{j} ; w+1 \leq s \leq 2 \times(w-d x)$.
For panoramic stitching image CCD3 region:

$$
\left\{\begin{array}{c}
r=l  \tag{11}\\
c=s+2 \times d x
\end{array}\right.
$$

where, $1 \leq l \leq L ;[2 \times(w-d x)+1] \leq s \leq(3 \times w-2 \times d x)$.
Based on the image point coordinate conversion relationship $F$, the original slice image is resampled in grayscale to generate a continuous and seamless panoramic stitching image.

### 2.5. Panoramic Stitching Image RFM Construction

This section describes the construction of a virtual control grid for panoramic stitching images using the RFM compensation model of the original slice images. The RFM is solved in a "terrain-independent" way [26]. First, the grid points of the panoramic stitching image are corresponded to the image points of the original slice image through the image point coordinate conversion relationship. The grid point object coordinates are then calculated based on the RFM compensation model of the original slice image to build the virtual control grid. The process of generating the virtual control grid of the panoramic stitching image is as follows.

Uniformly dividing the image grid according to the size of the panoramic stitching image for any grid point $P(l, s)$ can determine the corresponding image point $p(r, c)$ in the original multi-slice images through the image point coordinate conversion relationship in Section 3.

$$
\begin{equation*}
P(l, s) \xrightarrow{F} p(r, c) \tag{12}
\end{equation*}
$$

The elevation within the image coverage is evenly stratified, and the object coordinates of the virtual control grid dot corresponding to the image grid dot are calculated using the original split-image RFM compensation model. The process is shown in Figure 5.


Figure 5. The process of virtual control grid generation for panoramic stitching images.
Combined with the ground elevation stratification $H$ and the original slice image RFM compensation model, the ground coordinates $V(B, L, H)$ of the virtual control grid
corresponding to the image points $\boldsymbol{P}$ are calculated. The variables $r, c$ and $H$ are substituted into Equation (4), and the equation is linearized to obtain Equation (13).

$$
\left\{\begin{array}{l}
r+\Delta r \approx r^{0}+\frac{\partial F_{l}}{\partial(B, L)} d(B, L)  \tag{13}\\
c+\Delta c \approx c^{0}+\frac{\partial F_{s}}{\partial(B, L)} d(B, L)
\end{array}\right.
$$

where, $r^{0}$ and $c^{0}$ are the initial value of the image coordinates.
Deforming Equation (13) takes the form:

$$
\left[\begin{array}{ll}
\frac{\partial F_{l}}{\partial B} & \frac{\partial F_{l}}{\partial L}  \tag{14}\\
\frac{\partial F_{s}}{\partial B} & \frac{\partial F_{s}}{\partial L}
\end{array}\right]\left[\begin{array}{l}
d B \\
d L
\end{array}\right]=\left[\begin{array}{c}
r+\Delta r-r^{0} \\
c+\Delta c-c^{0}
\end{array}\right]
$$

Using Equation (14), we can calculate the coordinate correction, correct the ground coordinates, and obtain the virtual control point ground coordinates after several iterations. The ground coverage of the panoramic stitching image and the original slice image are the same, and so the virtual control point corresponds to point $P$. The process is given by the expression:

$$
\begin{equation*}
P(s, l) \xrightarrow{F} p(r, c) \xrightarrow{R F M+I C} V \tag{15}
\end{equation*}
$$

Following Equation (15), the corresponding virtual control grid can be obtained after traversing all image grid points of the panoramic stitching image. The reference [26] provides the specific steps to establish the error equation using the virtual control grid, and the standard equation is highly susceptible to pathology due to the over-parameterization of the model [27]. In this paper, the RFM is solved by the iteration method by correcting characteristic value [28].

## 3. Results

### 3.1. Accuracy Evaluation of Multi-Slice Images Block Adjustment

For Data A, 504 control points were generated by automatic matching with the highprecision reference data. Data B generated tie points by image three-view matching and then selected some tie points to match with the high-precision reference data to gain 511 control points and 7573 tie points. The above points distribute evenly in the image range and possess high reliability. In Data A and Data B, the GPS field survey obtained 105 and 93 high-precision control points, respectively, to verify the leveling accuracy as checkpoints. Experiment Scheme 1 involves direct positioning and evaluation of positioning accuracy by checkpoints, while Experiment Scheme 2 involves control points and tie points' participation in multi-slice image leveling and the evaluation of positioning accuracy after leveling by checkpoints.

As indicated in Table 2 and Figure 6a-d, when no control points are involved, the localization results obtained from the checkpoints in all four experiment groups present systematic errors, and the residuals are distributed in similar patterns. Furthermore, when the control points and tie points are involved in leveling, the results demonstrate the elimination of the systematic errors and substantial improvement of the localization accuracy, as displayed in Figure 7a,b. In the image space, the plane residue in Data $A$ is within 2 pixels, and those in Data B are close to 1 pixel.

Table 2. The precision statistics comparison of multi-slice images block adjustment.

| Data Set | Scheme | Type | RMS Value of CKP Discrepancies in Image Space (Pixels) |  |  | RMS Value of CKP Discrepancies on the Ground (m) |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Line | Sample | Plane | X | Y | XY | Z |
| Data A | 1 | TH-1 02 HR | 11.950773 | 8.074052 | 14.422596 | 10.516638 | 14.678512 | 18.057087 | 6.744125 |
|  | 2 |  | 1.260287 | 1.122241 | 1.687527 | 2.512472 | 2.908526 | 3.278277 | 2.372241 |
| Data B | 1 | ZY-3 Forward | 4.098916 | 12.290807 | 12.956275 | 8.796569 | 11.68349 | 14.624759 | 8.45712 |
|  |  | ZY-3 Nadir | 3.561324 | 3.620004 | 5.078136 |  |  |  |  |
|  |  | ZY-3 Backward | 5.354629 | 7.359084 | 9.100998 |  |  |  |  |
|  | 2 | ZY-3 Forward | 0.925734 | 0.789700 | 1.216803 | 2.180230 | 3.081771 | 3.775012 | 1.619248 |
|  |  | ZY-3 Nadir | 0.642916 | 0.710468 | 0.958178 |  |  |  |  |
|  |  | ZY-3 Backward | 0.764244 | 0.850248 | 1.143237 |  |  |  |  |



Figure 6. Discrepancies in the image space of direct positioning. (a) Data A; (b) Data B Forward; (c) Data B Nadir; (d) Data B Backward.

### 3.2. Visual Evaluation of Panoramic Stitching Images

To evaluate the stitching accuracy more intuitively, the roads and buildings at the stitching seams are intercepted as obvious features, and the continuity of these features is judged by the visual evaluation method. The magnified images are shown in Figure 8e-h. As shown by the magnified image, there is no misalignment in the visual inspection, and the panoramic stitching image meets the accuracy requirement of visual seamlessness.


Figure 7. Discrepancies in the image space using bias-corrected RFM. (a) Data A; (b) Data B Forward; (c) Data B Nadir; (d) Data B Backward.


Figure 8. Visual accuracy evaluation of panoramic stitching images (marked areas, white rectangle, as stitching ground feature): (a) Data A; (b) Data B Forward; (c) Data B Nadir; (d) Data B Backward; (e) overlapping area 1 and 2; (f) overlapping area 3 and $4 ;(\mathbf{g})$ overlapping area 5 and $6 ;(\mathbf{h})$ overlapping area 7 and 8 .

### 3.3. The Fitting Precision of RFM

Section 2.5 exhibits the construction of the panoramic stitching image RFM and evaluates the RFM fitting accuracy. Initially, the image is divided into 64 -pixel $\times 64$-pixel equivalent intervals. The maximum and minimum elevation values of the survey area
with DEM data are obtained and separated into ten layers uniformly in the elevation range. The virtual control grid is established by projecting the image grid points to the elevation plane following Equation (15) and solves the RFM parameters using the spectral correction iteration method. Eventually, the image grid and elevation stratification are encrypted, and the established virtual check grid is analyzed for RFM fitting accuracy.

The fitting accuracy is shown in Table 3. The fitting accuracy of the TH-1 HR image RFM is about $0.5 \%$ pixels, the ZY-3 nadir view image RFM $0.04 \%$ pixels, and the forward and backward view images are both within $0.3 \%$ pixels. This suggests that the fitting accuracy of the RFM constructed using the proposed approach is within 0.01 pixels, which is applicable for photogrammetric processing.

Table 3. Statistical results (MAX and RMS) from different directions for RFM fitting precision of panoramic stitching images (pixels).

| Data Set | Type | Line |  | Sample |  | Plane |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | MAX | RMS | MAX | RMS | MAX | RMS |
| Data A | TH-1 02 HR | 0.001217 | 0.000303 | 0.018252 | 0.005103 | 0.018287 | 0.005112 |
|  | ZY-3 Forward | 0.000959 | 0.000232 | 0.004553 | 0.002685 | 0.004634 | 0.002695 |
| Data B | ZY-3 Nadir | 0.000566 | 0.000179 | 0.000591 | 0.000386 | 0.000813 | 0.000425 |
|  | ZY-3 Backward | 0.001141 | 0.000277 | 0.002762 | 0.001412 | 0.002978 | 0.001439 |

### 3.4. Evaluation of Geometric Accuracy of Panoramic Stitching Images

In order to further evaluate the proposed approach, the method was compared with the object-space-oriented algorithm, and the geometric accuracy of the panoramic stitching image was analyzed from two aspects.

First is the quantitative evaluation of the stitching accuracy. The inter-slice tie points are uniformly distributed within the overlapping range of adjacent slice images. To evaluate the stitching accuracy, 140 pairs of TH-1 high-resolution images, 40 pairs of ZY-3 nadir view images, and 60 pairs of forward and backward view images were selected. The coordinates of the odd-numbered slices were converted into the coordinates of the panoramic stitching image, and the coordinates corresponding to the even-numbered slices were then calculated. The difference between the calculated and measured values was used as the basis for evaluating the stitching accuracy.

The results in Table 4 show the comparison of the stitching accuracy. The stitching accuracy of our proposed method is roughly the same as that of the object-space-oriented stitching algorithm. Compared with the object-space-oriented algorithm, this method has about 0.2 pixels of stitching accuracy loss, and the maximum difference is about 0.386 pixels in the ZY-3 forward view image. However, the stitching accuracy of the four images is within 1 pixel, which meets the sub-pixel level stitching accuracy requirement.

Table 4. Mosaic precision of panoramic stitching images. The comparison of our proposed method with object-oriented stitching algorithm from different directions (pixels).

| Data Set | Type | Our Proposed Approach |  | Object-Space-Oriented <br>  <br>  |  |  | Algorithm |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |

The second aspect is the RFM localization accuracy comparison. Uniformly distributed points were selected on the panoramic stitched images generated by the proposed method and the object-space-oriented algorithm. These points were used as checkpoints to evaluate
the difference in RFM positioning accuracy between the two methods. For Data A, the checkpoints were positioned as a single slice, and the elevation was interpolated from the DEM. For Data B, the object coordinates were rendezvoused in front of the checkpoints. The difference between the two was used to evaluate the RFM positioning accuracy.

As shown in Table 5, the difference in RFM positioning accuracy of TH-1 panoramic stitching image was 0.193747 m in the X-direction, 0.156821 m in the Y-direction, and 0.226853 m in Z-direction. The difference of RFM positioning accuracy for the ZY-3 panoramic stitching image was 0.131874 m in the X -direction, 0.103422 m in the Y -direction, and 0.136224 m in the Z-direction. For both sets of data, the accuracy difference was within 0.3 m . Considering the error when selecting the same name point, the RFM generated by the proposed method and the object-space-oriented algorithm achieved the same positioning accuracy.

Table 5. Obtained statistics and different directions ( $X, Y, Z$ ) for RFM geo-positioning deviation from CKPs.

| Data Set | NO. of <br> CKPs | X (m) |  | Y (m) |  | Z (m) |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | RMS | MAX | RMS | MAX | RMS |  |
| Data A | 65 | 0.295894 | 0.193747 | 0.255223 | 0.156821 | 0.288841 | 0.226853 |
| Data B | 73 | 0.237871 | 0.131874 | 0.186644 | 0.103422 | 0.251929 | 0.136224 |

## 4. Discussion

The proposed approach addressed in this paper can be divided into three parts: block adjustment of multi-slice images, panoramic stitching image generation and RFM construction, and block adjustment assisted by high-resolution reference data. The planar residual of Data A in image space was 1.687527 pixels, and the planar residual of three images in Data B was close to one pixel. These results demonstrate that we improved positioning accuracy and provided an accuracy guarantee for the RFM construction. Adopting the piecewise affine transformation model to generate the panoramic stitching image, the accuracies of stitching images were all within one pixel, meeting the requirements of seamless stitching and achieving the stitching accuracy measured in [14]. Compared with the object-space-oriented algorithm in [19-21], the difference of object space spatial positioning accuracy was within 0.3 m , achieving consistent positioning accuracy.

## 5. Conclusions

In this paper, we proposed a new method for multi-slice satellite images stitching and geometric model construction. The image-space-oriented algorithm has no precise sensor parameters and attitude and requires orbit data. Users may find it difficult to obtain and process data, relying only on the original slice image information and RFM. The panoramic stitching image achieves sub-pixel level stitching accuracy. Moreover, the RFM positioning accuracy is consistent with the object-space-oriented algorithm, meeting the user's subsequent application requirements. We used RFM as the coordinate conversion model, which integrates the coordinate conversion relationship of image space and object space continuity.

The proposed approach, in comparison with the image-space-oriented algorithm, can establish a clear geometric object-image relationship. In addition, as opposed to the object-space-oriented algorithm, the proposed approach is simpler and can establish the geometric object-image relationship of panoramic stitching images without sensor parameters. Moreover, the proposed approach has speed advantages in image processing, being computationally efficient with a smaller quantity. Nevertheless, our proposed method depends on image matching. This means that the image-stitching and RFM positioning accuracy can be affected if we lack the image texture features. Moreover, the RFM of the original slice image is generated after calibrating the geometric sensor distortion and its mounting angle error, platform stability, and other parameters. This
method requires high positioning accuracy to ensure the geometric quality of the stitching image.
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