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Abstract: High-resolution remote sensing images contain abundant building information and pro-
vide an important data source for extracting buildings, which is of great significance to farmland
preservation. However, the types of ground features in farmland are complex, the buildings are
scattered and may be obscured by clouds or vegetation, leading to problems such as a low extraction
accuracy in the existing methods. In response to the above problems, this paper proposes a method of
attention-enhanced U-Net for building extraction from farmland, based on Google and WorldView-2
remote sensing images. First, a Resnet unit is adopted as the infrastructure of the U-Net network
encoding part, then the spatial and channel attention mechanism module is introduced between
the Resnet unit and the maximum pool and the multi-scale fusion module is added to improve the
U-Net network. Second, the buildings found on WorldView-2 and Google images are extracted
through farmland boundary constraints. Third, boundary optimization and fusion processing are
carried out for the building extraction results on the WorldView-2 and Google images. Fourth, a case
experiment is performed. The method in this paper is compared with semantic segmentation models,
such as FCN8, U-Net, Attention_UNet, and DeepLabv3+. The experimental results indicate that this
method attains a higher accuracy and better effect in terms of building extraction within farmland;
the accuracy is 97.47%, the F1 score is 85.61%, the recall rate (Recall) is 93.02%, and the intersection
of union (IoU) value is 74.85%. Hence, buildings within farming areas can be effectively extracted,
which is conducive to the preservation of farmland.

Keywords: building extraction; farmland range; attention enhancement; U-Net network improve-
ment; multi-source remote sensing image

1. Introduction

Farmland constitutes an important resource for human survival and development.
Countries worldwide have each issued corresponding farmland protection policies or
measures [1–6]. Farmland protection represents the basic guarantee to maintain the red line
of 1.8 billion mu of farmland in China, but the phenomenon of illegal farmland occupation
to build houses in rural areas is serious [7,8]. According to statistics, since 1 January
2013, more than 7 million mu of farmland has been occupied for house construction in
China, which more than 600,000 mu has been occupied in the southwest region. Therefore,
building extraction in farmland is of great significance for farmland protection [9–12].

Traditional field surveys provide high accuracy and reliable results but require consid-
erable manpower, materials and financial resources. With the continuous development of
remote sensing technology, the obtained remote sensing images with higher spatial reso-
lution contain abundant building information. Extracting buildings from high-resolution
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remote sensing images has become a research hotspot [9,13–16]. Traditional building extrac-
tion methods, based on optical remote sensing images, mainly consider low-level semantic
features such as color, texture, and shape to extract buildings. Methods of this kind include
edge detection, region segmentation, corner detection, threshold segmentation, clustering,
etc. [17–21]. However, these methods are affected by lighting conditions, sensor types,
and building structures. Even if the high-resolution remote sensing images are rich in
details, the complex types of features, pixel mixing, shadows and other problems within
the farmland are serious, making the phenomenon of “same subject with different spectra”
or “different subject with same spectra” more common. These methods are limited when
solving the problem of building extraction under specific data conditions [14,22].

In recent years, deep-learning methods have continued to be developed, and various
neural network models have been widely used for intelligent building extraction [23–26].
With complex structural features, single-pixel segmentation may destroy the integrity
and structural features of the building. In response to this problem, scholars at home
and abroad have further improved various semantic segmentation models and created
networks for the extraction of buildings. Good results have been achieved [27–29]. For
example, Li et al. proposed a rural building segmentation method based on Mask R-CNN
and a histogram threshold, which achieved the high-performance semantic segmentation
of buildings via a small number of samples [30]. Zhang et al. combined a neural network
and edge detection to conduct building extraction experiments. After pixel classification
through the neural network, edge detection was used to complete an accurate segmentation
of building boundaries [31]. Wu et al. established a multi-constrained full convolutional
neural network architecture based on FCN, and used multiple constraints to optimize
the parameters of the middle layer in order to obtain more multi-scale features [32]; Lin
et al. combined residual block and expanded convolution to construct a deep network
architecture for building extraction, and improved computational efficiency through a
certain accuracy loss [33]; Xu et al. combined Resnet and U-net networks to extract
buildings from high-resolution remote sensing images, and integrated them using guided
filters to eliminate noise, improve accuracy and optimize the output result [34]. Bai
et al. proposed an improved faster R-CNN building extraction method, using dense
residual network and region of interest alignment methods to solve the problem of regional
mismatch, and further improve the effect of building detection [35]. Deng et al. used a new
feature extraction method to combine an object suggestion network (MS-OPN) and object
detection network (AODN) to construct multi-scale features for building extraction [36].
The above methods mainly focus on urban areas where buildings are dense. For these
places, the features on the image are mainly buildings, and the occlusion of buildings
is not considered. However, within the range of farmland, there are few buildings and
most of the areas comprise non-construction land use. These methods are not suitable for
effectively extracting small targets within the farmland, and attention needs to be paid to
small target buildings.

The attention mechanism imitates human brain–eye vision, which can more accurately
focus on and process the most important details, rather than establishing the whole visual
content. Therefore, it is widely used in deep learning to improve the accuracy of target
extraction [37,38]. Yang et al. combined a lightweight DenseNet and a spatial attention
fusion module to construct a dense attention network for building extraction from remote
sensing images [39]. Pan et al. combined spatial and channel attention mechanisms to
detect buildings using a U-Net network [40]. Jiang et al. input a global co-attention
mechanism, building an attention-guided Siamese network based on a pyramid feature
to detect urban building changes and achieved good results [41]. Guo et al. proposed
a building extraction structure based on attention and multiple losses, which further
improved the sensitivity of the model and the feature extraction ability [42]. However,
the building distribution within farmland is sparse, shielding effects such as clouds, rain,
fog, and vegetation may occur, and the boundary may be blurred. The above existing
methods encounter difficulties regarding the accurate extraction of building information
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in farmland. With the requirement of overcoming the problem of building occlusion, it is
necessary to fuse multi-source remote sensing images to extract farmland buildings and
fuse the extraction results.

Therefore, in response to the above problems, this paper proposes a method using an
attention-enhanced U-Net for building extraction from farmland. First, the Resnet unit
is introduced as the basic structure in the coding layer of the U-Net network, and the
spatial and channel attention modules are added to the convolutional layer of the U-Net
network to enhance the convolution process’s attention, given in dispersed small targets.
The buildings within farmland are better extracted and the U-Net network is improved.
Then, we integrated WorldView-2 and Google remote sensing images (WorldView-2 images
are provided by the Sichuan Provincial Bureau of Surveying and Mapping, and Google
images are freely downloaded from the Internet). Taking the farmland boundaries given
by the third national census dataset as the spatial semantic constraint, the buildings
within farmland can be extracted and the influence of interference factors can be reduced.
Finally, through morphological operations such as opening and closing operations, the
extracted building boundaries are optimized and merged to enhance the accuracy of
building extraction in farmland. The main chapters of this paper are arranged as follows:
the second part introduces the main technical methods of the paper, including U-Net
network improvement, intelligent building extraction from WorldView-2 and Google
remote sensing images under boundary constraints, and boundary optimization processing
operations. The third part mainly describes the source of the dataset, parameter settings,
experimental results and discussion. The fourth part introduces the research conclusions
and prospects for future work.

2. Methodology
2.1. Overall Framework

This paper proposes a method of attention enhanced U-Net for building extraction
from farmland. The overall research idea is shown in Figure 1. The main content can
be divided into two parts: (1) spatial-channel attention-enhanced building extraction:
using the Resnet unit as the basic structure, adding a spatial-channel attention mechanism
module and a multi-scale fusion module, the U-Net network is improved and the network’s
attention to small-building targets is enhanced; (2) building boundary optimization and
fusion processing: with remote sensing images from WorldView-2 and Google as the
input, the building extraction range is narrowed under farmland boundary constraints, an
improved U-Net network is employed to extract buildings for farmland, morphological
filtering methods are implemented, such as opening/closing operations to optimize the
extraction results, and the optimized building extraction results are fused to achieve
accurate building extraction results from the farmland.

Figure 1. Overall procedural framework.
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2.2. Improvement of the Attention-Enhanced U-Net Network

The U-Net network relies on skip connections to force the aggregation of same-scale
feature maps of the encoder and decoder sub-networks, and the network performance is
good. However, the types of features in the farmland are variable. These comprise not only
buildings but also roads, woodlands, etc. Moreover, the building distribution is sparse, and
various problems such as clouds, rain, fog, and vegetation shielding may ensue, resulting
in an inability to extract small targets from complex backgrounds, incomplete building area
extraction, and inaccurate boundaries. To overcome the limitations of existing methods
in the extraction of small building targets within the farmland range from a complex
background, this paper improves the U-Net network, as shown in Figure 2. The upper part
represents the encoding structure, and the lower part represents the decoding structure. In
the U-Net network coding stage, Resnet and attention models are added to enhance the
network’s attention to small target buildings. Since continuous up-sampling will cause the
loss of detail in the building information, this paper adds a multi-scale fusion module in
the boundary stage to ensure the local detail characteristics of the buildings are retained.

Figure 2. Improvement of the attention-enhanced U-Net network.

The encoding part adopts the Resnet unit as the basic structure, as shown in Figure 3.
Compared to a traditional convolution layer, the Resnet residual network achieves conver-
gence more easily and avoids the performance degradation issues caused by an increase in
network depth. To prevent overfitting, batch normalization (BN) and rectified linear unit
(ReLU) activation function layers are added, based on the residual network, to establish a
refined residual network. The nonlinear expression ability of the network model is thus
improved, and the features extracted from remote sensing images become richer.

Figure 3. Schematic diagram of the Resnet unit.
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Buildings are scattered throughout farmland. To enable the model to focus on scattered
buildings, in the coding stage, the small target buildings within the farmland are focused
upon, and the details of important targets are paid more attention to, according to the
patterns of human vision. Meanwhile, the attention-mechanism module is adopted between
each Resnet unit and the maximum pooling layer, which mainly includes two parts:
channel and spatial attention. Channel attention is based on the relationships among the
extracted features, and the channel weight is modeled to determine what the target object
is. Spatial attention uses the spatial relationship of features to remodel the weight of spatial
location pixels and determine which location represents the information. The local and
global information can be aggregated by the attention-mechanism module, the relationship
between buildings and the background can be captured, the feature weight of each channel
and spatial location can be adaptively adjusted, and the network feature-extraction capacity
with regard to small building targets and the ability to better grasp complex scenes can be
enhanced.

As shown in Figure 4, the attention-mechanism model designed in this paper can
be used to locate the area where small building targets are scattered in a given remote
sensing image and suppress useless information. First, channel attention is modeled for
input feature mapping, the global average pool and maximum pool layers are processed
to obtain an input feature map, and a multi-layer perceptron is constructed. The weight
of each channel is automatically obtained via self-learning and is then multiplied by the
input feature map to obtain a channel attention feature map. Second, spatial attention
modeling is conducted, and the above channel attention feature map is applied as an
input to perform the spatial convolution operation and obtain the corresponding attention
weights at different spatial positions on the feature map. Then, the feature map processed
by the spatial and channel mixed-attention mechanism is multiplied by the input feature
map, for adaptive feature refinement. In the process of training and prediction, the model
can better focus on the most important feature channels and spatial positions in remote
sensing images, which thus improves the model’s detection performance.

Figure 4. Attention mechanism model.

In the decoding structure, the feature map is reconstructed through the deconvolution
layer, the feature map after the deconvolution layer is skip-connected with the attention-
enhanced feature map included at the encoding stage, the depth of the feature map is
reduced relying on a conventional convolution layer, and the size of the feature map is
gradually expanded. Finally, to further improve the network performance, which entails
the perception ability of multi-scale buildings in the farmland, especially small buildings
and building edge information, and considering that shallow features have high resolution,
but rich details and deep features have low resolution but offer rich semantic information,
multi-scale feature fusion is carried out, to acquire both deep and shallow features after
up-sampling and nonlinear processing. This strategy can ensure that the network will not
ignore texture, edge, and other image details, while extracting global semantic information
to obtain building texture, shape and spatial context features and provide more precise
building segmentation results.
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2.3. Building Extraction from Multi-Source Remote Sensing Images under Boundary Constraints

Buildings within the farmland may be obscured, the building extraction range may
require narrowing, and the extraction accuracy may necessitate improvement. To resolve
the above problems, this paper fully employs the advantages of satellite images and
proposes an intelligent building extraction method from multi-source remote sensing
images under boundary constraints, considering different satellite remote sensing images
of the same area, as shown in Figure 5. WorldView-2, Google, and other image series can
be used to assess whether buildings are located within the boundary range, through the
boundary constraints of farmland. If buildings are not located within the range, they are
directly discarded. With regard to buildings within the boundary range, an improved U-Net
neural network model with an enhanced attention mechanism is adopted to intelligently
extract building contours and the relative position information.

Figure 5. Building extraction based on the boundary constraints of farmland range.

2.4. Building Boundary Optimization and Fusion Processing

There are certain problems in the extraction results obtained with neural network-
based models, such as very small spots, hollow areas, boundary sawtooth features and
misclassification issues. Moreover, the building extraction results based on multi-source
remote sensing images are varied. Therefore, this paper proposes a building boundary
optimization and fusion processing method that is based on morphological filtering, as
shown in Figure 6, to improve the accuracy of building extraction.

First, in terms of the neural network extraction results containing fine patches, a filter
based on geometric operations is applied to execute the opening operation. As expressed in
Equation (1), isolated points and burrs in tiny spots are removed in this manner. Regarding
the extraction results including hollow areas, the closing operation of a morphological
filtering operation is implemented, as expressed in Equation (2), to fill any cracks or hollow
areas in the extraction results:

I ◦ S = (I 	 S)⊕ S (1)

I • S = (I ⊕ S)	 S (2)
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where I denotes the original image extracted by the network, and S denotes the structural
element of the filter.

Figure 6. Building boundary optimization and fusion processing.

Then, based on the results of the morphological filtering operation, refer to the method
proposed by Xie et al. to judge whether the number of building contour corners is smaller
than the set threshold. If the set conditions are met, the multi-source remote sensing
image extraction results are fused. Conversely, the building boundary should be optimized
until the corner number conditions are satisfied [43]. Finally, the extraction results of the
WorldView-2 and Google images after boundary optimization are compared pixel by pixel,
and the pixels representing the building at the current location are merged as the prediction
results, so as to realize the fusion processing of the extraction results of WorldView-2 and
Google remote sensing images and solve the problem of misclassification in the extraction
results. Gridlines are created, with the considered building outlines as boundaries. The
results are further assessed to establish whether the building outline boundary requires
further smoothing. If the conditions are met, the building extraction results for farmland
are output. Otherwise, the boundary should be smoothed until the smoothing conditions
are satisfied. The sawtooth effect in the extraction results is mitigated so that the extraction
results are more precise and accurate.

3. Case Experiment Analysis
3.1. Case Area and Dataset

To verify the proposed method, the considered experimental data included five
WorldView-2 satellite remote sensing image datasets, covering Qionglai city, Meishan
city, Dayi County and Pujiang County of Sichuan Province, and Google images of the same
areas, as shown in Figure 7. The image spatial resolution reached 0.5 × 0.5 m, with three
bands, i.e., red, green and blue bands. The building pixel value was 1, and the pixel values
of other features were set to 0. Due to the limited memory size of the adopted graphics
card, each image was cropped with a sliding window exhibiting a size of 512 × 512 pixels.

Considering that the buildings in the images are relatively small, meaningless back-
ground slices in the training set were eliminated. The 5 satellite remote sensing images
were randomly divided into a training set, validation set, and test set at a ratio of 6:2:2, and
the data augmentation method was applied to expand the training dataset and improve the
generalization ability of the model. Through comparative experiments, it was found that
the addition of Gaussian noise and color perturbation during image data processing did
not encourage model accuracy improvement. Therefore, the image processing procedure
only involved rotation and flip operations, so that more morphological building features
could be recognized, as shown in Figure 8. Finally, 6238 training sets, 2301 verification sets,
and 1637 test sets were obtained, and no overlap occurred between the training data and
test data.
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Figure 7. Case study experiment area. (a): Case area; (b): farmland area; (c): ground truth; (d): original images.

Figure 8. Image and label data.

3.2. Experimental Environment and Parameter Setting

All training and testing operations in this paper were performed on a Windows 10
system with an Intel (R) Core (TM) i9-10920x CPU @ 3.50 GHz processor, 64 GB of memory
and an NVIDIA GeForce RTX 3090 GPU graphics card. The initial learning rate during
model training was set at 0.001. By monitoring the loss value, the learning rate was reduced
to the original value of 0.5 when the performance did not improve after 10 epochs. The
experiment was trained using the built-in TensorFlow framework in Python version 3.6,
the training batch size was 4 and a total of 60 epochs were iterated with a duration of 12 h.
To verify the accuracy of the extraction results obtained using the method proposed in
this paper, this paper chosed the accuracy, F1, recall, and an intersection of union (IoU) to
evaluate the extraction results, where the accuracy is given by the proportion of correctly
predicted pixels among the total pixels, as expressed in Equation (3). F1 is a comprehensive
index to measure the model, as defined in Equation (4). Recall represents the proportion of
correctly predicted buildings among the total buildings, as expressed in Equation (5), and
the IoU represents the ratio of the intersection zone (the intersection between the predicted
and true values) to the union zone (the union between the predicted and true values), as
defined in Equation (6).

Accuracy =
TP + TN

TP + TN + FP + FN
(3)
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F1 =
2TP

2TP + FP + FN
(4)

Recall =
TP

TP + FN
(5)

IoU =
TP

TP + FP + FN
(6)

where the true positive (TP), false positive (FP), true negative (TN) and false negative
(FN) rates evaluate the pixel classification results through comparison of the extracted
building pixels to the available ground-truth points. TP denotes the number of correctly
extracted building pixels, FP denotes the number of erroneously detected building pixels,
TN denotes the number of correctly extracted non-building pixels, and FN denotes the
number of missed building pixels.

3.3. Experimental Results and Analysis

As shown in Figure 9, the results for the buildings extracted using the attention-
enhanced U-Net model proposed in this paper showed that our model can effectively
extract buildings within the scope of farmland. However, the buildings in the dataset are
scattered and staggered in the farmland, which leads to the problems of unclear edges and
holes at certain map locations, as shown in Figure 9c. With the application of boundary
optimization and data fusion methods, the building extraction results are optimized, as
shown in Figure 9d. Comparing the red boxes in Figure 9c,d, we can observe that the
building pattern in Figure 9d contains no small holes and that the boundary is smooth. In
particular, the optimization process can eliminate the very small spots previously found in
the extraction results and smooth the boundary, so as to obtain a more complete extracted
shape and clearer boundary, respectively.

Figure 9. Experimental results. (a): Original images; (b): ground truth; (c): ours model extraction results; (d): post
processing results.

To achieve the accurate extraction of building targets, boundary optimization and
fusion processing of the building patterns extracted with the network model are executed.
The experimental results are listed in Table 1. The IoU value after optimization reaches
74.85%, and the F1 score reaches 85.61%, which are 6.13% and 4.14% higher, respectively,
than the values without optimization, thus demonstrating that the post-processing op-
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timization method designed in this paper can effectively improve building extraction
accuracy.

Table 1. Quantitative comparative analysis of case experiment results.

Method Accuracy F1 Recall IoU

Our model 96.96% 81.47% 82.72% 68.72%
Post-processing 97.47% 85.61% 93.02% 74.85%

3.4. Discussion

To verify the accuracy and applicability of the proposed method, several groups of
comparative experiments were established to compare this method with FCN8, U-Net
and Attention_UNet, DeepLabv3 + [44] and other models qualitatively and quantitatively,
where Attention_UNet includes a convolutional block attention module (CBAM) module
based on the U-Net model [38].

3.4.1. Comparative Experiments of Building Extraction

Figure 10 shows the results obtained by the proposed method, FCN8, U-Net and
Attention_UNet, DeepLabv3+ and the other considered models based on WorldView-
2 images, where green indicates the positive extraction area, red indicates the missing
extraction area and blue indicates the false extraction area. As shown in Figure 10b,c,
the building boundaries extracted with the U-Net and FCN8 models are relatively fuzzy,
and the building omission phenomenon is obvious with the FCN8 model, while incorrect
extraction obviously occurs with the U-Net model. As shown in Figure 10d, the extraction
results obtained with the U-Net model containing the attention mechanism are notably
better than those obtained with the original U-Net and FCN8 models, but the extraction
results remain insufficiently fine. Furthermore, Figure 10e shows that there are many holes,
missing extraction and incorrect extraction results among the results obtained with the
DeepLabv3+ model. The black box in Figure 10 reveals that the building pixels extracted
with the network model designed in this paper are closer to the real image, and compared
to the other four network models, the positive extraction area accounts for the majority of
the image, which demonstrates that the proposed model can finely extract scattered small
buildings from farmland images.

To quantitatively analyze the building extraction results, we considered the building
labels drawn by manual visual interpretation as a reference, and the four evaluation
indicators of Accuracy, Recall, IoU, and F1 were adopted to evaluate the building extraction
results for farmland protection, as indicated in Table 2. Compared with U-Net, FCN8,
Attention_UNet, and DeepLabv3+, the model proposed in this paper achieves the highest
accuracy in building extraction from remote sensing images, with the IoU value reaching
68.72% and the F1 score reaching 81.47%. The IoU value obtained with our model is 33.73%,
25.84%, 14.71% and 5.33% higher, respectively, than that obtained with the other four
models. The F1 score is 29.63%, 13.29%, 11.33% and 3.87% higher, respectively. The results
indicate that the shape of the building block extracted with the model developed in this
paper is closer to the actual building block shape.

Table 2. Comparison of the building extraction results obtained with the different methods.

Method Accuracy F1 Recall IoU

U-Net 88.99% 51.84% 73.31% 34.99%
FCN8 95.70% 68.18% 57.02% 42.88%

Attention_UNet 94.42% 70.14% 81.07% 54.01%
DeepLabv3+ 96.60% 77.60% 72.78% 63.39%
Our model 96.96% 81.47% 82.72% 68.72%
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Figure 10. Model comparison results. (a): Original images; columns (b–e): represent extracted results by U-Net, FCN8,
Attention_UNet, DeepLabv3+; (f): represent our model extracted results.

3.4.2. Comparative Experiments of Boundary Optimization and Fusion

The results of building extraction using the method proposed in this paper, FCN8,
U-Net, Attention_UNet and DeepLabv3+ are shown in Figure 11. According to Figure 11a,
there are a large number of small spots showing wrong detection in the U-Net fusion result,
and the missed detection is serious. According to Figure 11b–d, the FCN8 fusion presents
obvious areas of missed detection. Meanwhile, the fusion results of Attention_UNet
and DeepLabv3+ demonstrate obvious false detection areas around the boundary of the
building’s block. According to Figure 11e, compared with the other four network models,
the fusion processing results of building patches extracted by this method account for the
most positive inspection areas, and the building patches are more complete; that is, the
fusion processing can eliminate the fine patches in the results and smooth the edges of the
patches.

As shown in Table 3, compared with the other four network models, the model pre-
sented in this paper offers the highest accuracy after fusion processing; the IoU score is
74.85% and the F1 score is 85.61%, 36.69% and 32.06% higher than U-Net, respectively.
Compared with FCN8, it is 5.33% and 7.55% higher, respectively. Compared with Atten-
tion_UNet, it is 17.71% and 13.55% higher, respectively. Compared with DeepLabv3+, it
is 7.06% and 5.04% higher, respectively. These results show that the fusion processing
of building blocks extracted by this model can greatly improve the accuracy of building
extraction.
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Figure 11. Boundary optimization and fusion comparison results. Columns (a–d) represent extracted results by U-Net,
FCN8, Attention_UNet, DeepLabv3+; (e) represent extracted results by our method.

Table 3. Quantitative comparative analysis of fusion results.

Method Accuracy F1 Recall IoU

U-Net 89.56% 53.55% 87.22% 38.16%
FCN8 96.88% 80.28% 84.27% 67.30%

Attention_UNet 94.40% 72.06% 89.78% 57.14%
DeepLabv3+ 96.88% 80.57% 86.94% 67.79%
Our model 97.47% 85.61% 93.02% 74.85%

4. Conclusions and Future Work

Considering the problems of low extraction accuracy and unclear building boundaries
when using existing methods for farmland, a method of attention enhanced U-Net for
building extraction from farmland based on Google and WorldView-2 remote sensing
images is proposed. The selected farmland range under test covers Qionglai city, Meishan
city, Dayi County and Pujiang County of Sichuan Province, and case experiments were
performed. The experimental results reveal the following: the accuracy is 97.47%, the
F1 score is 85.61%, the recall rate is 93.02%, and the IoU value is 74.85%. All accuracy
evaluation indicators are better than those obtained with U-Net, FCN8, Attention_UNet,
DeepLabv3+ and other models, which verifies that the method proposed in this paper
can effectively extract buildings on farmland. The main contributions of this paper are
as follows: first, Resnet is adopted as the U-Net infrastructure, and a spatial and channel
attention mechanism module, as well as a multi-scale fusion module, are added to improve
the U-Net network and enhance the focus of attention on small building targets in the
farmland. Secondly, the method developed uses WorldView-2 and Google remote sensing
images to limit farmland boundaries, narrowing the extraction range of buildings and
improving extraction accuracy. Finally, a building boundary optimization method based
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on morphological filtering is proposed, the extraction results are judged pixel by pixel,
and the extraction results of the two images are merged. The method in this paper can
effectively solve the problems offered by low accuracy of building extraction results,
blurred boundaries, and so on, which can be attributed to the complex types of features,
the sparse distribution of buildings, and building occlusion within farmland. Meanwhile,
the method provides scientific and technical support for the investigation of buildings
within the subject of farmland preservation, which is of great significance to maintaining
farmland.

Despite the above achievements, the method presented in this paper also has certain
limitations. For example, the buildings in mountainous areas are mostly low-rise bun-
galows and are relatively old, the boundary between the building and the surrounding
ground objects is more blurred, and the method is adversely affected by clouds, rain, fog,
and vegetation all the year round. Thus, it is difficult to accurately extract data regard-
ing the buildings in these places. Meanwhile, if several buildings are adjacent and the
boundaries are fuzzy, the method outlined in this paper finds it difficult to accurately
determine the adjacent relationship of the buildings, and the method is likely to identify
them as a single building. The boundary between adjacent buildings is not fully considered,
resulting in several adjacent buildings being regarded as one complete building. The fur-
ther development of remote sensing and interferometric synthetic aperture radar (InSAR)
technology could overcome the influence of cloudy and rainy weather conditions and yield
higher-resolution remote sensing images. Therefore, in future research, we will continue to
integrate additional and higher-resolution remote sensing images, further develop general-
ization and complex-building abstraction methods, and study the processing methods for
neighboring relationships between buildings, to improve building extraction accuracy in
farmland.
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