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Abstract: Phytoplankton, as the foundation of primary production, is of great significant for the
marine ecosystem. The vertical distribution of phytoplankton contains key information about marine
ecology and the optical properties of water bodies related to remote sensing.The common methods
to detect subsurface phytoplankton biomass are often in situ measurements and passive remote
sensing; however, the bio-argo measurement is discrete and costly, and the passive remote sensing
measurement is limited to obtain the vertical information. As a component of active remote sensing,
lidar technology has been proved as an effective method for mapping the vertical distribution of
phytoplankton. In the past years, there have been few studies on the phytoplankton layer extraction
method for lidar data. The existing subsurface layer extraction algorithms are often non-automatic,
which need manual intervention or empirical parameters to set the layer extraction threshold. Hence,
an improved adaptive subsurface phytoplankton layer detection method was proposed, which
incorporates a curve fitting method and a robust estimation method to determine the depth and
thickness of subsurface phytoplankton scattering layer. The combination of robust estimation method
can realize automatic calculation of layer detection threshold according to the characteristic of
each lidar signal, instead of an empirical fixed value used in previous works. In addition, the
noise jamming signal can also be effectively detected and removed. Lidar data and in situ spatio-
temporal matching Chlorophyll-a profile data obtained in Sanya Bay in 2018 was used for algorithm
verification. The example result of step-by-step process illustrates that the improved method is
available for adaptive threshold determination for layer detection and redundant noise signals
elimination. Correlation analysis and statistical hypothesis testing shows the retrieved subsurface
phytoplankton maximum depth by the improved method and in situ measurement is highly relevant.
The absolute difference of layer maximum depth between lidar data and in situ data for all stations is
less than 0.75 m, and mean absolute difference of layer thickness difference is about 1.74 m. At last,
the improved method was also applied to the lidar data obtained near Wuzhizhou Island seawater,
which proves that the method is feasiable and robust for various sea areas.

Keywords: lidar; subsurface phytoplankton layer; automatic threshold determination; robust estimation

1. Introduction

Marine ecosystems are complex entities [1] in which phytoplankton are the foundation
and provide about half of the global primary production [2]. As the base of the food chain,
phytoplankton plays an important role in the marine ecosystem [3,4]. The high concentra-
tion of phytoplankton forms phytoplankton layers [5–7], which affect the biogeochemical
process of the upper ocean. Therefore, the study of phytoplankton is of great significance
to the protection of marine ecosystems and the development and protection of fishery
resources [4]. The vertical distribution of phytoplankton in the ocean not only contains
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information about marine ecology, but also contains key information about the optical
properties of water bodies related to remote sensing.

Remote sensing technology has been investigated for the identification of phytoplank-
ton community [8]. There are multiple algorithms for retrieving phytoplankton and are
now available and applied in both coastal and open ocean environment [9–12]. However,
passive remote sensing measurement is limited to obtain the vertical information of phyto-
plankton [13] and the bio-argo measurement is discrete and costly [14]. Lidar, as an active
remote sensing observation method, has the advantages of high resolution, flexibility, and
high efficiency [15,16], which is widely used in the detection of ocean interior [16–21]. Air-
borne lidar has been proved to be particularly useful for mapping the depth distribution of
phytoplankton. Ocean laser remote sensing can obtain information on the vertical structure
of phytoplankton and its associated primary productivity, carbon cycle, upwelling, and
vortex on a large scale and periodically [22–24].

In the past years, there are a few studies on phytoplankton layer extraction based
on lidar data. Goldin (2003) used airborne lidar to detect the underwater scattering layer
in the Barents Sea [25]. Hill and Zimmerman (2010) [26] used the model results to show
that the use of lidar can improve the estimation of primary productivity in the Arctic.
Churnside and Marchbanks (2014) [27] used lidar to find phytoplankton thin layers in
the Chukchi Sea and Beaufort Sea, and study the effect of ice floe on the depth and
thickness of the layer. In 2017 [28], they conducted the lidar survey again in the Chukchi
Sea and Beaufort Sea. Compared with the result in 2014, they inferred the mixing of
phytoplankton and zooplankton from the power spectral density and acoustic scattering of
lidar. Beherenfeld et al. (2017) [29] estimated the biomass of phytoplankton in the Arctic
using the depth synthetic echo of space-based lidar.

In the investigation of detecting the subsurface layer by lidar, data-processing algo-
rithms are an important step. Churnside and Tenningen compared three data processing
algorithms for the lidar detection of mackerel in the Norwegian Sea [30]. The algorithms
are manual identification, background signal-fitting algorithm, and median-filter algorithm,
respectively. Chen et al. proposed a fast phytoplankton layer detection method. The depth
of layer is obtained by the depth of the subsurface Chlorophyll-a maximum and the thick-
ness is calculated by the full width at half maximum [23]. Until now, there were still few
studies on phytoplankton extraction algorithms from lidar data. The existing subsurface
layer extraction algorithms are often non-automatic, which need manual intervention or
empirical parameters to set the extraction threshold.

In this paper, an improved adaptive subsurface phytoplankton layer detection method
(IASPLDM) for ocean lidar data was proposed which can realize the automatic calculation
of the layer detection threshold and redundant noise elimilation. Example results for the
step-by-step process of IASPLDM were present firstly.Then, the data of lidar experiments
carried on March 2018 was used for subsurface layer detection and shipborne in situ
measurement was compared for algorithm verification. Finally, the improved method was
also applied to subsurface layer detection in the seawater near Wuzhizhou Island.

2. Materials and Methods
2.1. Study Area

The data used in this paper were obtained from the observation experiment of subsur-
face plankton layer by airborne lidar in Sanya Bay, South China Sea (SCS). The airborne
lidar (SIOM) comprised a frequency-doubled Nd:YAG laser and was operated at 532 nm
with pulse duration of 1.5 ns and pulse repetition rate (PRF) of 1 kHz. The telescope
diameter was 200 mm and field of view (FOV) was 40 mrad [24]. Two flight measurements
were conducted in 11 March and 12 March 2018 in Sanya Bay, respectively. Simultane-
ously, an underwater hyperspectral absorption and attenuation meter (AC-S) and profile
Chlorophyll-a fluorescent probe were used for shipboard in situ measurements. There are
a total of four measurement stations, and the Chlorophyll-a concentration, absorption, and
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attenuation coefficient were measured. Figure 1 shows the flight tracks of airborne lidar
and location of shipboard synchronous measurement stations.
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Figure 1. Study area in Sanya Bay, South China Sea. The blue line is the lidar flight track on
11 March 2018 and the pink line is the flight track on 12 March 2018. The red triangles are shipboard
measurement stations.

2.2. IASPLDM

The characteristics of subsurface plankton scattering were obtained by an improved
adaptive subsurface phytoplankton layer detection method, IASPLDM. The improved
method is based on the characteristics of depth, thickness, and intensity of subsurface
plankton layer. A robust signal filtering calculation is employed to improve the accuracy of
signal processing. Firstly, curve fitting is performed on the lidar logarithmic signal to obtain
the depth-dependent background scattering signal and then the background scattering
signal is subtracted; the subtraction result is considered to be the subsurface layer signal
(SLS). After that, SLS is filtered by an robust estimation algorithm which is designed based
on the median and the absolute deviations of sample [31]. SLS is standardized by the
estimated positioning value and the scale estimation value, and the standardized signal is
compaired with the set detection threshold. The points larger than the detection threshold
are considered as subsurface plankton layer. Figure 2 is the flow chart of IASPLDM.

Generally, the laser will decay exponentially in seawater, and the echo signal will also
show an exponential decay trend. If the concentration of particulate matter increases or
plankton appears, the echo signal will significantly enhance. When the signal reaches its
maximum at a certain depth, it will begin to attenuate until the system cannot detect it. It
is assumed that the optical properties of the near-surface water are uniformly distributed,
and the laser diffuse attenuation coefficient is smaller than the attenuation of light by
the subsurface layer. The original echo signal can be considered as the composition
of background lidar signal and phytoplankton scattering layer lidar signal. The depth-
dependent lidar signal is described by Equation (1).

SM(z) = Aβ(z) exp(−2αz) (1)

The original echo contains kinds of noises such as background noise, random noise,
and noise of the lidar system itself. It is necessary to remove noise from the original echo
data to obtain echo data with a high signal-to-noise ratio (SNR). The average of the last
one hundred pulse samples is considered as background noise signal and is subtracted.
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The noise-subtracted signal is logarithmically converted to obtain the lidar pre-processed
signal SM. Then, the depth-dependent background scattering signal SB can be estimated as
an exponential regression and be obtained from a linear function of depth z (Equation (2)).

SB(z) = SM(0) exp(−2αz) (2)
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For Airborne Lidar, the height H of the aircraft must be considered when calculating
the laser light propagation distance D, and depth z is (Equation (3)).

D =
(H + ct/n)

2
, z =

(ct/n)
2

(3)

where c is the propagation speed of the laser in vacuum, and n is the refractive index. The
laser is refracted after entering the ocean from the air and the speed becomes c/n. Because
of the high reflectivity of sea surface, those upper ocean data within the depth of 2 m are
higher than the theoretical value and are considered as invalid data. Similarly, SNR will
plummet with the increase in depth, so data below the depth of 0.8 times the maximum
depth are also invalid data. Therefore, the effective range of regression depth is from 2 m
below sea surface to a depth of 0.8 times the maximum depth.

After that, the subsurface layer signal is obtained by subtracting the depth-dependent
lidar signal SB from SM (Equation (4)).

SL(z) = SM(z)− SB(z) (4)

Although the background noise has been subtracted, the subsurface signal SL obtained
in Equation (4) does not represent the true subsurface phytoplankton layer. It may contain
other noise signals, such as some signals from the seabed, other organic debris in the water,
bacteria, and inorganic particles. Further calculations are needed to remove that excess
noise and extract the true subsurface layer signal. The location estimator LE and value
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estimator VE of SL are calculated through Equations (5) and (6). The total of 1.483 is a
common correction factor to make the estimator consistent with the usual scale parameter
of a normal distribution [31]. The location estimator is the median value of SL, and the
value estimator is a new median value based on the absolute deviation between SL and its
median value, which is called the median of all absolute deviations (MAD).

LE = mediani=1,...,nSLi (z) (5)

VE = 1.483
(
mediani=1,...,n

∣∣SLi (z)− LE
∣∣) (6)

When estimators of location and scale are determined, the standardized observations
Ti(z) are computed according to Equation (7). Ti(z) refers to the distance far from the
location LE to scale VE.

Ti(z) = (SLi (z)− LE)/VE (7)

At last, Ti(z) is put into Equation (8) for subsurface layer judgment threshold SUBi(z).
When SUBi(z) is greater than 0, the corresponding signal SSUB

L will be judged as the
subsurface plankton layer signal.

SUBi(z) = |Ti(z)| −Q1(|Ti(z)|) (8)

The standardized observations Ti(z) and judgment threshold SUBi(z) are dynamic.
They will change according to the location estimator and value estimator of each group
of signals, and the advantage of this step is adaptive computing. Some researchers use a
fixed value as a denoising threshold, and the value is empirical [24]. When processing data
from different stations or flight, they have to set the value based on the signal data each
time; even sometimes, some data are need to be deleted artificially. Such processing may
be inaccurate and time-consuming. A dynamic threshold can automatically calculate the
subsurface layer signal and the result is more accurate.

3. Result
3.1. Example Results for Step-By-Step Process of IASPLDM

Figure 3 shows the example results for the step-by-step process of IASPLDM. Figure 3a
shows the raw lidar echo signal SR. As the depth increases, the SR drops sharply from
480 to 260 and then rises; after reaching the peak at 8 m, SR decreases again. The original
lidar signal is considered to be the sum of background signal and subsurface layer signal.
Assuming that background signal is the lidar signal of vertical uniform phytoplankton
water, which decay trend is exponential, this assumption implies β and α are constant
over depth. Hence, SB can be obtained by linear fitting through Equation (2). Through
Equation (4), SLS is calculated by subtracting background signal SB from logarithmically
converted pre-processed lidar signal SM. Figure 3b shows that the subsurface layer is
located at a depth of about 10–20 m. Here, the SLS is based on the hypothesis that original
lidar signal is the sum of background signal and subsurface layer signal, so it may contain
some noise signals. In Figure 3c, some noise signal can be seen from the vertical slice. At
a distance of 1 to 10 km, depth below 30 m, there is a small amount of noise signals, and
at a distance of 25 to 27 km, depth below 30 m, there are obvious strong noise signals.
Therefore, it is necessary to set a threshold to remove the noise signal and extract the real
subsurface signal. The blue line in Figure 3d is a subsurface layer judgment threshold
SUBi(z) which is calculated through Equation (8). SUBi(z) is the result of subtracting the
cutoff value from standardized observations Ti(z) (see Equation (7)). Ti(z) can also be
called T scores, which have to be compared with the cutoff value. Here, the cutoff value
is set as quartile after the absolute value of standardized observations. The black dotted
line is the threshold which equals 0 and is used to compare with SUBi(z). Those SUBi(z)
values greater than 0 are the subsurface plankton layer signal SSUB

L (Figure 3e). The plus
sign is the maximum value of SLS depth, which is defined as the subsurface chlorophyll-a
maximum layer (SCML). The depth and thickness of SSUB

L is calculated based on the depth
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and half maximum width of SCML intensity, respectively. Figure 3f is the vertical slice of
the subsurface layer. The result shows the layer varied from 7.89 m to 20.19 m; the average
depth is 14.5 m and the thickness is 9.4 m.
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Figure 3. An example result for step-by-step process of the subsurface phytoplankton layer detection method. (a) Raw lidar
echo signal SR; (b) calculation process of SLS: blue line and black dotted line are logarithmic form of SM and SB, respectively.
The green line is SL obtained by subtracting SB from SM. (c) vertical slice of unfiltered subsurface layer signal; (d) calculation
process of the subsurface layer: the blue line is the judgment threshold SUBi(z), the black dotted line is threshold which
equals to 0, and the green line is subsurface layer signal; (e) the filtered subsurface layer signal, and the plus sign is SCML;
(f) vertical slice of extraction result of the subsurface layer.

3.2. Retrieval Comparisons between the Standard and the Improved Method

Figure 4 shows a vertical slice of the subsurface phytoplankton layer signal detection
results measured by airborne lidar on 12 March 2018 through a step by step process. From
Figure 4a, some strong signals caused by the high reflection of the sea surface can be seen
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near the surface, and these sea surface reflection signals are invalid. Therefore, the upper
limit of effective range of regression depth is 2 m below the sea surface. The original signal
consists of five discontinuous signal segments; the first segment of the signal starts at
20 m underwater and then rises to about 10 m. The remaining four segments of signals
are located at 5–10 m, and the intensity is stronger than the first segment of the signal.
The fitting method is used to calculate SB, and the result is shown in Figure 4b. After
subtracting SB from the original signal by Equation (4), a continuous banded subsurface
signal is obtained; the layer raised from 20 m to 10 m and remained at 10 m without
significant depth change after 10 km. At the depth under 30 m, 0 to 10 km, there is a
segment of strong signal followed by several weak signals. These signals may come from
other creatures or seabed. If these noise signals are not removed, the calculation of SCML
will be affected which will affect the calculation of depth and thickness of subsurface
phytoplankton layer. Figure 4c shows the subsurface layer filtered by the standard method.
Although the subsurface layer was extracted, the noise signal also remained. Figure 4d
shows the schematic diagram of the subsurface phytoplankton layer detected according to
Equations (5)–(8). In Figure 4d, the signal below 30 m is filtered and subsurface layer is
extracted. The depth of subsurface layer changed significantly, rising from 20 m to 10 m.
The layer located between the depth from 7.8 m to 12.9 m. had an average maximum depth
of 10.11 m and a layer thickness of 5.2 m.
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3.3. Algorithm Verification

The shipborne in situ measurement is utilized for the verification of IASPLDM. The
location of shipboard synchronous measurement stations is shown in Figure 1, and the
lidar signal was obtained from the flight on 12 March 2018. The comparison of subsurface
phytoplankton layer detection results of IASPLDM and the unimproved method based
on lidar data with in situ measurement results is shown in Figure 5. Figure 5a–d are
the result of IASPLDM, and the maximum depth of subsurface layer and the maximum
depth of Chlorophyll-a in the four stations are quite close. The absolute difference between
Lidar-measured plankton layer depth and SCML depth of all stations is less than 0.75 m.
Figure 5e,f is the result of unimproved method with an fixed threshold of 0.1. It can be
seen that there are some redundant signals such as signals at the depth of 50 to 60 m in
Figure 5e, signals at the depth about 5 m in Figure 5f, signals at the depth of 32 to 58 m in
Figure 5g, and signals at the depth of about 5 m and that of 40 to 60 m in Figure 5h.

Statistical hypothesis testing and correlation analysis is applied for correlation detec-
tion of the maximum depth and thickness of Lidar-retrieved SCML with in situ-measured
Chlorophyll-a profile. The statistical hypothesis testing result of maximum depth is shown
in Table 1 and the result of layer thickness is shown in Table 2. p value refers to the probabil-
ity of difference between the two groups of data; generally, a p value less than 0.05 indicates
that there is difference between the data groups. The p value of maximum depth in Table 1
is 0.9751, and the p value of thickness in Table 2 is 0.3456, which means there is less dif-
ference between the maximum depth and thickness of airborne lidar-retrieved SCML and
shipborne in situ measurement data. Figure 6 is the result of statistical analysis and correla-
tion analysis of Lidar-retrieved SCML and in situ-measured Chlorophyll-a. In Figure 6a,
the data dispersion of the two groups of data is similar and the error of S2 station is the
largest. The absolute difference of layer maximum depth between lidar data and in situ
data for all stations is less than 0.75 m. The lower boundary of Lidar-retrieved SCML
is 1.44 m deeper than that of in situ-measured data, which is Å32.14 m and −30.70 m,
respectively. In Figure 6b, there is a slight difference in the dispersion of the two sets of
data. The thickness of in situ-measured Chlorophyll-a is thicker than that of lidar-retrieved
SCML. The mean absolute difference of layer thickness difference between lidar data and
in situ data is about 1.74 m. The layer thickness difference of the S2 station is the largest,
with a difference of 3.30 m, and the smallest is the S1 station, with a difference of 0.53 m.
Figure 6c,d is the result of correlation analysis, showing that data of Lidar-retrieved SCML
and in situ measurement are highly correlated. The R2 of maximum depth is 0.9976 and the
R2 of thickness is 0.916, respectively. The algorithm tends to underestimate the thickness
of the layer; it maybe due to that the initial estimation of the lidar background signal is
biased to higher values of β and α than actually exist by the presence of the subsurface
layer, resulting in some of the signal contribution of the subsurface layer being subtracted
out as “background”. An improved method to synthesize polarization information may be
helpful for reducing the underestimation for layer thickness in the future.
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Figure 5. Comparision between subsurface phytoplankton layer detection result of IASPLDM and
unimproved method based on lidar data and shipborne in situ measurement. (a–d) are the result of
IASPLDM and correspond to shipboard synchronous measurement stations S1 to S4, respectively.
The red line is the subsurface plankton layer signal retrieved by lidar, and the blue line is the in situ
Chlorophyll-a profile. (e–h) are the result of the unimproved method and correspond to shipboard
synchronous measurement stations S1 to S4, respectively. The green line is subsurface plankton layer
signal by fixed threshold of 0.1 and the blue line is the in situ Chlorophyll-a profile.

Table 1. ANOVA table of airborne lidar-retrieved SCML maximum depth and shipborne in situ
measurement.

Source SS df MS F p Value

Groups 0.485 1 0.485 0 0.9571
Error 925.548 6 154.258
Total 926.033 7
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Table 2. ANOVA table of thickness of airborne lidar-retrieved SCML and shipborne in situ measurement.

Source SS df MS F p Value

Groups 6.2965 1 6.29651 1.05 0.3456
Error 36.0771 6 6.01286
Total 42.3737 7
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Figure 6. Result of statistical analysis and correlation analysis of airborne lidar retrieval and shipborne
measurement, (a,b) is the result of depth and thickness of statistical analysis, respectively. The black
line segment represents the upper and lower boundaries of SCML, the red line segment represents the
median value of the layer depth, and the blue line segment represents the quartile. (c,d) is the result
of the SCML depth and thickness of statistical analysis correlation analysis; the red line segment
represents the error.

3.4. Application in Lidar Track Data in the Seawater near Wuzhizhou Island

The IASPLDM is also applied to a set of new lidar data obtained in the seawater near
Wuzhizhou Island. Six flight measurements were conducted, and the flight tracks shown
in Figures 7–9 are the result of the subsurface phytoplankton layer of six lidar flights and
the comparison of depth and thickness of the subsurface phytoplankton layer, respectively.
Figure 8a–f are the results of the subsurface phytoplankton layer corresponding to the lidar
flight tracks 1 to 6, respectively. All six figures show the phytoplankton layer locate at the
depths of 10 to 20 m. Compared with other figures, phytoplankton layer signal strength
in Figure 8a is the weakest, followed by Figure 8f. From Figure 8b–e, the signal strength
becomes concentrated and signal strength in Figure 8c is the strongest. This illustrates that
there is a phytoplankton cluster, and track 3 may pass through the center of the center of the
phytoplankton cluster near 18.31◦N, 109.8◦E. Figure 9 shows the depth and thickness of the
subsurface layer of the six lidar flights, and the average depth of the six lidar flight tracks
is −11.18 m, −17.16 m, −18.92 m, −15.79 m, −16.71 m, −14.37 m; the average thickness is
7.71 m, 8.69 m, 8.43 m, 10.49 m, 10.78 m, 8.58 m, respectively.
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4. Discussion

One of the important improvements of IASPLDM is the dynamic threshold used for
subsurface layer detection and denoising. The calculation of threshold is based on the
principle of robust estimation. Robust estimation is designed based on the median and the
absolute deviations of sample data and is widely used in denoising of water current data
measured by the Acoustic Doppler velocimeter [32]. The essence of denoising is to detect
and record/delete values that deviate far from the average value. Similarly, the subsurface
layer signals can be considered as those signals that are extremely strong and vary far
away from the average values. Therefore, they can be detected and recorded and the result
obtained is the subsurface signal. The same principle can also be used to remove noise.

In the past, a preproposed fixed threshold was set for subsurface extraction; however,
the choice of threshold is arbitrary or empirical. As shown in Figure 10, four signals are
selected to illustrate the difference between the results using a fixed threshold and the
dynamic threshold. Figure 10a shows the calculation result of the fixed threshold (set as
0.15). It can be seen clearly that each signal has different signal characteristics, such as
signal 3 and 4 which raised after the depth of 25 m. Although the subsurface signal can be
obtained by simply subtracting 0.15, there are some redundant noise signals. These noise
signals may come from seabed and the vertical slice as shown in Figure 3c. If these signals
are not removed, they will affect the subsequent calculation of depth and thickness and
in the past studies, they are delated artificially. Figure 10b shows the dynamic threshold
of 4 signals and Figure 10c is an enlarged part of Figure 10b in order to see more clearly.
The dynamic threshold is calculated based on the characteristic and change trend of each
signal. For signal 3 and signal 4, the raised part at depth of 30 m is considered as noise and
is denoised so that the accuracy of subsurface extraction is improved.
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small, which is less than 0.1. The corresponding vertical slice of signals can be seen in 
Figure 3c; at the depth of 7 to 15 m and at 25 km, the layer is thin and signal strength is 
weak. In Figure 11b, the threshold is between 0.2 and 0.3 before the 1000th signal and the 
corresponding vertical slice of signal is shown in Figure 4d. At 0 to 3 km, the layer is 
located at 20 m, and then the depth increases, and the corresponding threshold increases. 
After that, the subsurface layer is maintained at 5 to 10 m and the threshold varied from 
0.3 to 0.4. 

Figure 10. An example of the subsurface layer signal extraction result by a fixed threshold and the
dynamic threshold: (a,b) are both the example signal of data on 11 March 2018. (c) is an enlarged
part of (b). The blue, green, orange, and yellow points correspond to the signals from the signal 1 to
the signal 4, respectively. The black dotted line in (a) refers to the fixed threshold which is equal to
0.15, and four black dotted lines in (b) correspond to the dynamic thresholds of the signals from 1 to
4, respectively.

It should be noted that the fixed threshold cannot compared with dynamic threshold
directly, because the fixed threshold is a simple value set as threshold, dynamic threshold
is a converted value. It is calculated based on standardized observations (Equation (7)).
Q1(|Ti(z)|), which is also called cutoff value in Equation (8), is the dynamic threshold that
changes according to the location estimator and value estimator of each group of signals.
In order to facilitate the calculation, the judgment threshold SUBi(z) is defined as the result
of subtracting the cutoff value from the standardized observation (Equation (8)). Then,
when SUBi(z) is greater than zero, the corresponding signal is the subsurface signal.

Figure 11 shows the determination threshold of two-flight experiment data. The
change trend of threshold is basically consistent with that of layer. In Figure 11a, the
threshold is mainly between 0.2 and 0.4; the threshold for the 4200th signal is relatively
small, which is less than 0.1. The corresponding vertical slice of signals can be seen in
Figure 3c; at the depth of 7 to 15 m and at 25 km, the layer is thin and signal strength is
weak. In Figure 11b, the threshold is between 0.2 and 0.3 before the 1000th signal and
the corresponding vertical slice of signal is shown in Figure 4d. At 0 to 3 km, the layer is
located at 20 m, and then the depth increases, and the corresponding threshold increases.
After that, the subsurface layer is maintained at 5 to 10 m and the threshold varied from
0.3 to 0.4.
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Figure 12 shows the comparision of the standard method and our improved method.
The data used here is the airborne lidar data of track 2 near Wuzhizhou Island seen from
Figure 7. Figure 12a is the vertical slice of the standard SLS; a clear subsurface profile can
be seen at a depth of 10 to 20 m, There is a semi-circular aggregation at the beginning at
the depth of 20 m, followed by a circular aggregation and banded aggregation at about
1 km. With the increase in distance, the intensity gradually increases, and the intensity
is the strongest at 3 km. Figure 12b,c show the results of extracting the subsurface layer
using different fixed thresholds in the standard method; the threshold of Figure 12b is
0.1 and Figure 12c is 0.2. The selection of 0.1 and 0.2 is arbitrary, and other values can
also be selected (such as 0.15 or 0.25). At present, there is no studies on the impact of
the selection of contrast threshold on the results. Compared with Figure 12b, the layer
in Figure 12c is thinner because the threshold in Figure 12c is higher and more data are
deleted. However, in both figures, there are noise signals at a depth of 50 m, which need to
be deleted manually. Figure 12d is the result of subsurface layer by the improved method.
The overall shape of the subsurface layer is similar to Figure 12b,c, but there are slight
differences. In Figure 12a, at the depth of 20 to 30 m, distance between 1 to 2 km, The
subsurface signal forms a hollow ring, but the signal is too weak so that it is not retained in
Figure 12b,c. In Figure 12d, although it is not a complete ring, more signals are retained.
The subsurface layer in Figure 12d is most consistent with that in Figure 12a.

In Equation (2), when linear function is used to calculate SB, the effective range of
regression is set to 2 m below the surface to the depth of 0.8 times of the maximum depth.
However, as shown in Figure 13, the linear fitting method does not work well due to
the fact that the noise signal has a long tail phenomenon, which means that sometimes
0.8 times of the maximum depth as the lower limit is not optimal. The reason is that after
a relative plummet, the signal has extremely little decrease after a certain depth due to
signal-to-noise ratio. To solve this problem, a quadratic fitting method is used. We decide
whether to use the quadratic fitting method based on calculating the attenuation α using
the slope method, and count the number of the calculated α with the value of zero. If the
number is larger than 20, we will used the quadratic fit in that case. The lower limits of
layer mentioned above is determined by half maximum width of SCML intensity instead
of the subtraction results between original and background signal. It can be seen from
Figure 13 that the result of the quadratic fitting method is more appropriate. The depth of
SLS varied from 14.32 m to 24.81 m, and its maximum intensity is 17.93 m.
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Figure 13. Example SLS from lidar data at 109°25′E,18°8′N. Two methods were compared to obtain 
the layer depth: the black solid line is the signal SM, the red dotted line and the blue dotted line are 
background signals by the linear fitting and signal by the quadratic fitting, respectively, and the 
green line is the subsurface layer signal. 

The comparision of results based on the linear fitting and quadratic fitting is shown 
in Figure 14. Figure 14a is the result of subtracting the SB calculated by the linear fitting 
method from the original lidar data. At the distance of 0 to 10 km, there are obvious SLS 
at the depth of 20 m, but at the distance of 10 to 40 km, the signal above 10 m is connected 

Figure 12. Comparision of subsurface phytoplankton layer detection by the standard and the improved method. The
airborne lidar data are from the lidar track 2 near Wuzhizhou Island. (a) is the result of subtracting the SB calculated by
linear fitting method from original lidar data, (b) is the subsurface phytoplankton layer filtered by fixed threshold 0.1, (c) is
the subsurface phytoplankton layer filtered by fixed threshold 0.2, (d) is the the subsurface phytoplankton layer detected by
the IASPLDM.
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Figure 13. Example SLS from lidar data at 109◦25′E, 18◦8′N. Two methods were compared to obtain
the layer depth: the black solid line is the signal SM, the red dotted line and the blue dotted line
are background signals by the linear fitting and signal by the quadratic fitting, respectively, and the
green line is the subsurface layer signal.

The comparision of results based on the linear fitting and quadratic fitting is shown
in Figure 14. Figure 14a is the result of subtracting the SB calculated by the linear fitting
method from the original lidar data. At the distance of 0 to 10 km, there are obvious SLS at
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the depth of 20 m, but at the distance of 10 to 40 km, the signal above 10 m is connected to
sea surface signal, and is incoherent with the previous signal. Meanwhile, signals appear
below 30 m. This means that the liner fitting method is invalid. As an alternative, the
quadratic fitting method is used to calculate SB and the result is shown in Figure 14b. After
subtracting SB from original signal by Equation (4), a continuous banded subsurface layer
signal is obtained. At first, the signal was located at 18 m and decreased slightly, then
raised from 20 m to 10 m, and finally remained at 10 m. This change may be affected by
wind-driven upwelling events.
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5. Conclusions

The existing subsurface layer extraction algorithms are non-automatic, which need
manual intervention or empirical parameters to set the extraction threshold. Hence, an
improved adaptive subsurface phytoplankton layer detection method was proposed and
was validated by the data of airborne lidar and in situ measurement in Sanya Bay. The
results show that the subsurface phytoplankton layer could be effectively detected and
the redundant noise could be reduced. Compared with the traditional method, IASPLDM
can adaptively calculate the detection threshold, which is more efficient and faster. In
the future, more lidar experiments will be carried out in various sea areas to verify and
enhance the current methods to provide effective tools for the study of phytoplankton
spatial distribution and seasonal changes. A lidar with a dual-polarization receiver will be
developed, considering there is less surface reflection in the cross-polarized channel and
better contrast with plankton layers.
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