
remote sensing  

Article

An Adaptive Decomposition Approach with Dipole
Aggregation Model for Polarimetric SAR Data

Zezhong Wang , Qiming Zeng * and Jian Jiao

����������
�������

Citation: Wang, Z.; Zeng, Q.; Jiao, J.

An Adaptive Decomposition

Approach with Dipole Aggregation

Model for Polarimetric SAR Data.

Remote Sens. 2021, 13, 2583. https://

doi.org/10.3390/rs13132583

Academic Editors: Luis Gómez Déniz

and Raydonal Ospina

Received: 29 April 2021

Accepted: 27 June 2021

Published: 1 July 2021

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2021 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

Institute of Remote Sensing and Geographic Information System, School of Earth and Space Science,
Peking University, Beijing 100871, China; zezhong_wang@pku.edu.cn (Z.W.); jiaojian@pku.edu.cn (J.J.)
* Correspondence: qmzeng@pku.edu.cn

Abstract: Polarimetric synthetic aperture radar (PolSAR) has attracted lots of attention from remote
sensing scientists because of its various advantages, e.g., all-weather, all-time, penetrating capability,
and multi-polarimetry. The three-component scattering model proposed by Freeman and Durden
(FDD) has bridged the data and observed target with physical scattering model, whose simplicity and
practicality have advanced remote sensing applications. However, the three-component scattering
model also has some disadvantages, such as negative powers and a scattering model unfitted to
observed target, which can be improved by adaptive methods. In this paper, we propose a novel
adaptive decomposition approach in which we established a dipole aggregation model to fit every
pixel in PolSAR image to an independent volume scattering mechanism, resulting in a reduction
of negative powers and an improved adaptive capability of decomposition models. Compared
with existing adaptive methods, the proposed approach is fast because it does not utilize any time-
consuming algorithm of iterative optimization, is simple because it does not complicate the original
three-component scattering model, and is clear for each model being fitted to explicit physical
meaning, i.e., the determined adaptive parameter responds to the scattering mechanism of observed
target. The simulation results indicated that this novel approach reduced the possibility of the
occurrence of negative powers. The experiments on ALOS-2 and RADARSAT-2 PolSAR images
showed that the increasing of adaptive parameter reflected more effective scatterers aggregating
at the 45◦ direction corresponding to high cross-polarized property, which always appeared in the
45◦ oriented buildings. Moreover, the random volume scattering model used in the FDD could be
expressed by the novel dipole aggregation model with an adaptive parameter equal to one that
always appeared in the forest area.

Keywords: PolSAR; decomposition; adaptive; scattering model

1. Introduction

The polarimetric synthetic aperture radar (PolSAR) is a remote sensing system that
combines polarimetric, synthetic aperture, and radar three key technologies [1]. Compared
with the radar cross section obtained by the traditional single-polarization SAR, PolSAR
contains more information of scatterers interacting with any-polarized radar by using a
scattering matrix [2]. However, besides the characteristics of scatterer, e.g., orientation,
shape, roughness, and dielectric constant, the scattering matrix also includes some infor-
mation of the radar during transmission, propagation, and reception [3]. Thus, connecting
the scattering matrix to the scatterer phenomenon is very important for the application
of PolSAR data, which could be done with a physical scattering model [4]. Freeman and
Durden proposed a three-component scattering model for the decomposition of PolSAR
data in 1993—the FDD [5]. It was a milestone of the application of PolSAR technology
that bridged the data and observed the target with a physical scattering model whose
simplicity and clarity have brought fine application results [6–10]. Subsequently, decompo-
sition technology based on the scattering model has been widely used and continuously
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developed [11]. The higher the adaptability of the physical scattering model established in
the decomposition approach, the more accurate information of the observed target that was
extracted from the PolSAR image [12]. With the continuous requirement of the application
and development of PolSAR sensors, the adaptability of the three-component scattering
model also needs improvement [13]. For instance, if the model is only fitted to some parts
of an image, the decomposition outputs corresponding to the rest of this image will be
inaccurate, definitely making it difficult to apply the entire PolSAR image [14].

One way to adapt the three-component scattering model to more complex situations
and to broaden the connection between PolSAR data and applications is to introduce
an adaptive parameter to the scattering model. The so-called adaptive decomposition
means that the scattering model contains adaptive parameters that match the data [15]. For
instance, the volume scattering model in the FDD is non-adaptive because it does not in-
cluding any parameters that vary with the observed data, i.e., it is assumed that the volume
scattering mechanism of each observed target is exactly the same, but the fact is that differ-
ent targets perform different scattering mechanisms [16]. After using adaptive parameters
in the scattering model, the remaining problem is determining and explaining the adaptive
parameters. The three-component scattering model in the FDD is fitted with clear physical
meaning, and the FDD is a fast algorithm that can process the PolSAR image and output a
concise result corresponding to scattering mechanism. Once other methods or parameters
are introduced to the model, its simplicity and clarity might be reduced [11]. Some scholars
such as Arii et al. [15], Chen et al. [17], and Xie et al. [18] have adopted mathematical opti-
mization to determine the adaptive parameters while increasing the computation time for
iterations. Others such as Cui et al. [19], Chen et al. [20], and Wang et al. [21] used similarity
parameters, coherence parameters, and wave anisotropy as adaptive parameters while
simultaneously complicating the three-component models, resulting in it being difficult
for users to understand. In addition, Freeman [22], Li et al. [23], and Huang et al. [24]
proposed adaptive two-component decomposition approaches by merging surface and
double-bounce scattering models, but they simultaneously decreased the clarity of the
decomposition results. However, few adaptive approaches have been able to keep all the
FDD’s properties of speed, simplicity, and clarity. In this paper, to improve the FDD while
inheriting its advantages, we studied novel an adaptive approach with physical modeling,
mathematical demonstration, simulation analysis, and experimental verification.

The organization of this essay is as follows. Section 2 analyzes the reasons for in-
adaptability of the FDD and its influence on the decomposition outputs, Section 3 proposes
the dipole aggregation model with an adaptive parameter, and the adaptive decomposition
with aggregation model (ADAM), Section 4 tests ADAM on space-borne PolSAR data,
Section 5 discusses the advantages of ADAM, and Section 6 summarizes the main conclu-
sions of this paper.

2. The Principle and Problems of FDD

The three scattering models proposed by Freeman and Durden were fitted to volume
scattering from canopy, double-bounce scattering from two orthogonal planes of different
material, and Bragg scattering from a rough surface [5]. They were demonstrated to work
well in tropical rain forest areas [12]. In this section, we analyze why the FDD only performs
well in forest areas. The FDD approach can be expressed as [12]:

〈[T]〉 = Ps T s + Pd T d + Pv Tv (1)

where 〈[T]〉 is the input of the FDD and Ps , Pd , and Pv are outputs corresponding to
surface scattering power, double-bounce scattering power, and volume scattering power,
respectively. 〈[T]〉 represents coherency matrix, also named Pauli-based covariance matrix,
which is widely recognized and used for incoherent decomposition due to the well-known
cloud decomposition it uses as input [25,26]. The FDD is an incoherent decomposition and
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assumes that each resolution unit is a multiple scattering objective, a so-called "distributed
target" whose input should be a statistical average matrix, e.g., coherency matrix or covari-
ance matrix, obtained from multilook PolSAR image [14]. For unification, in this paper,
we used a coherency matrix for analysis, modeling, simulation, and experimentation; it is
formulated as:

〈[T]〉 = k·k∗T =

 〈T11〉 〈T12〉 〈T13〉
〈T∗12〉 〈T22〉 〈T23〉
〈T∗13〉 〈T∗23〉 〈T13〉


k =

1√
2

[
Shh + Svv Shh − Svv 2Shv

]T (2)

In addition, Ts, Td, and Tv are the modeled coherency matrix corresponding to the
surface scattering mechanism, double-bounce scattering mechanism, and the volume
scattering mechanism, respectively. Ts is formulated as [12]:

Ts =
1

1 + |β|2


1 β∗ 0

β |β|2 0

0 0 0

, (3)

where β is related to the local incidence angle of the radar and the relative dielectric
constant of the ground. The double-bounce scattering model Td is expressed as [12]:

Td =
1

1 + |α|2


|α|2 α 0

α∗ 1 0

0 0 0

, (4)

where α is related to the reflectance coefficients, Fresnel reflectance coefficients, and propa-
gation factors. The volume scattering model Tv is formulated as:

T v =
1
2

 1 0 0

0
∫

cos22θ p(θ)dθ 0

0 0
∫

sin22θ p(θ)dθ

 (5)

where θ indicates the orientation angle taken from the direction of horizontal polarization
and p(θ) refers to the probability density function of random dipoles, which is always
equal to 1/2π. Then, the volume scattering model used in the FDD can be simplified as
follows [12]:

Tv =
1
4

 2 0 0

0 1 0

0 0 1

. (6)

Formula (6) shows that the volume scattering model in the FDD does not contain any
adaptive parameters, i.e., assumes that the volume scattering mechanism of each observed
target is exactly the same. However, different targets have different volume scattering
mechanisms [27,28]. For example, the random dipole model in the FDD is inadaptable for
a trunk structure in the vertical direction; in response to this problem, Yamaguchi et al.
re-built the volume scattering model with the predomination of the vertical direction [27].
Thus, it is impossible to match all observed targets with a fixed volume scattering model,
and the mismatch of them results in the inadaptability of the FDD. In order to analyze the
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impact of the model mismatch on the FDD outputs, we assumed that the coherency matrix
corresponding to the actual volume scattering mechanism of the observed target is:

Tv
′ =

1
a + b + c

 a 0 0

0 b 0

0 0 c

 (7)

In the solution process of the FDD algorithm, Pv can primarily be determined because all
the parameters in the volume scattering model are assumed to be known. Then, Ps and
Pd are obtained from PolSAR data by the subtracting volume component as follows:

Pv
′ =

a + b + c
c

〈T33〉

Ps
′ + Pd

′ = Tr(〈[T]〉)− Pv
′ (8)

where Tr() represents the trace operator and Ps
′, Pd

′, and Pv
′ represent actual surface

scattering power, actual double-bounce scattering power, and actual volume scattering
power, respectively, corresponding to the actual volume scattering mechanism of the
observed target. By contrast, the assumed volume scattering model in Formula (6) of the
FDD can get a predicted results of three scattering power as:

P̂v = 4〈T33〉 (9)

P̂s + P̂d = Tr(〈[T]〉)− Pv
′ (10)

Comparing the actual and predicted results shows that there might be three cases:

I.
a + b + c

c
> 4 =⇒ P̂v > Pv

′ and P̂s + P̂d < Ps
′ + Pd

′ (11)

II.
a + b + c

c
= 4 =⇒ P̂v = Pv

′ and P̂s + P̂d = Ps
′ + Pd

′ (12)

III.
a + b + c

c
< 4 =⇒ P̂v < Pv

′ and P̂s + P̂d > Ps
′ + Pd

′ (13)

For these three cases, only case II (12) brings a reasonable result fitted to correct
physical meaning and the predicted powers of three scattering mechanisms are equal to the
actual ones. Regarding case I (11), the volume scattering power P̂v predicted by the FDD
is higher than the actual value, but the predicted powers of surface and double-bounce
scattering (P̂s + P̂d) are below the actual value. Notably, case I even leads to a prediction of
a negative value for surface or double-bounce scattering powers, which violates the law of
positive power. For case III (13), the volume scattering power P̂v predicted by the FDD
is lower than the actual value, but the predicted powers of surface and double-bounce
scattering (P̂s + P̂d) are higher than the actual value. An adaptive process proposed in
next section will eliminate those phenomena and keep the predicted powers equal to the
actual ones.

3. Adaptive Decomposition Approach with Aggregation Model
3.1. Dipole Aggregation Model

Volume scattering is recognized as multiple scattering, which can be expressed mathe-
matically by an integral operator [12]. A such, the dipole-based volume scattering model
is the sum of scattering contributions of dipoles in different directions [29]. Under the
backscattering alignment frame, the scattering matrix of horizontal dipole can be ex-
pressed as:

Sh−dipole =

[
1 0
0 0

]
. (14)
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The coherency matrix corresponding to Formula (14) is:

〈[T]〉 =
〈
[

Shh + Svv Shh − Svv 2Shv
]T ·
[

Shh + Svv Shh − Svv 2Shv
]∗〉

2
(15)

Then, the sum of scattering contributions of dipoles in different directions can be ex-
pressed as:

Tv =
1
2

 1
∫

cos2θ p(θ)dθ 0∫
cos2θ p(θ)dθ

∫
cos22θ p(θ)dθ 0

0 0
∫

sin22θ p(θ)dθ

, (16)

where θ is the angle between the dipole and the direction of horizontal polarization. The
numerical value of the element in the scattering model mainly depends on the probability
distribution function p(θ) of the dipole direction. The FDD assumes that p(θ) is a uniform
distribution function [12]. In this study, we used an aggregation parameter γ in p(θ) to make
Formula (16)—which refers to the aggregation degree of dipoles in the 45◦ direction, i.e., a
higher value of γ responded to a higher value of p(45◦)—adaptive. When the aggregation
parameter γ takes a minimum value of 0 and a maximum value of positive infinity, the
corresponding coherency matrix reaches the two extreme cases shown in Table 1.

Table 1. The structure and coherency matrix of the dipole-based model corresponding to the mini-
mum and maximum value of γ.

Dipole-Based Model γ Tv

+∞ 1
2

 1 0 0
0 0 0
0 0 1


0 1

2

 1 0 0
0 1 0
0 0 0



According to Table 1, we built the aggregation model with γ:

Tv =
γT× + T+

γ + 1
. (17)

where different values of γ reflect the aggregation degrees of the dipoles. As shown in
Figure 1, the aggregation model is regarded as an intermediate state of the two extreme
cases in Table 1. When γ takes a minimum value of 0, no dipoles present at the 45◦ direction,
but increasing γ values leads to more dipoles moving to the 45◦ direction. The value of
the aggregation parameter γ increases by 1, indicating that two dipoles move to the 45◦

direction from the horizontal and vertical directions.
After substituting the two coherency matrixes of T× and T+ into Formula (17), the

aggregation model with γ is formed as follows:

Tv =
γ

γ + 1

 γ + 1 0 0
0 1 0
0 0 γ

, (18)

where Tv is the coherency matrix corresponding to the adaptive dipole-based aggrega-
tion model.
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As shown in Figure 2, five spectial cases were selected to demonstrate the physical
meaning of the aggregation parameter γ, where the arrow points to the ascending direction
of γ. Case I: when γ was equal to 0, p(45◦) was equal to 0, and p(0◦) was equal to 1, no
dipoles were distributed in the 45◦ direction in aggregation model. Case II: when γ was
equal to 1/2 and p(θ) = cos2θ, a few dipoles gathered in the 45◦ direction in the aggregation
model. Case III: when γ was equal to 1 and p(θ) = 1/2π, the dipoles were randomly
distributed in the aggregation model in the same way as the volume scattering model used
in the FDD [12]; additionally, when γ was equal to 8/7 and p(θ) = sinθ, the dipoles were
distributed in one predominated direction in the aggregation model in the same way as the
volume scattering model proposed by Yamaguchi et al. [16]. Case IV: when γ was equal to
2 and p(θ) = sin2θ, most of the dipoles gathered in the 45◦ direction and the dipoles were
distributed with two predominated directions in the aggregation model in the same way as
the volume scattering model proposed by Wang et al. [29]. Case V: when γ rose to positive
infinity and p(45◦) = 1, the aggregation model reached the extreme state of dipoles being
concentrated in the 45◦ direction.

3.2. The Algorithm of ADAM

After replacing the volume scattering model in the FDD with adaptive aggregation
model, ADAM is formed. Then, the necessary step is to determine the adaptive parameter.
As discussed in Section 2, negative powers happen when the volume scattering model is
unmatched with the observed target. Thus, to improve the adaptability of the FDD, the
adaptive parameter in ADAM can be determined by minimizing the possibility of negative
powers. Given that both f (γ) and g(γ) are functions of γ, the relationship between γ and
the phenomenon of negative powers can be described by the following three inequalities:

T11 − f (γ)T33 > 0 (19)

T22 − g(γ)T33 > 0 (20)

(T11 − f (γ)T33)(T22 − g(γ)T33)− |T12|2 > 0 (21)

where the satisfaction of three inequalities can ensure non-negative powers according to
the principle of the FDD [12,30]. Figure 3 shows the two functions of f (γ) = 1/γ + 1 and
g(γ) = 1/γ, both of which are the decreasing function of γ so that there is a minimum value
of γ that satisfies the Formula (19) and (20). The left side of the third inequality in Formula
(21) can be transformed into a quadratic polynomial related to γ; when it is equal to 0,
there are two solutions of γ, where the smaller one must be contrary to the Formula (19)
and (20) but the larger one needs to meet them. Thus, the adaptive parameter in ADAM is
determined as the larger solution, and Figure 4 shows the entire determination process of
adaptive parameter γ.
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After the adaptive parameter in volume scattering model has been determined, the
remaining procedure is the same as that of the FDD [1]. Here, the algorithm of ADAM
was implemented with Python 3.5 and the corresponding codes created in this study were
shared on GitHub (https://github.com/lengmeiqing/ADAP, accessed on 29 April 2021).

https://github.com/lengmeiqing/ADAP


Remote Sens. 2021, 13, 2583 8 of 21
 

 

 
Figure 4. Determination of the adaptive parameter in the dipole aggregation model. 

Figure 5 illustrates the relationship between the adaptive parameter γ and T11 and T22 
in the coherency matrix under the assumption that T33=1 and T33=0. The horizontal axis 
represents T11, the color represents T22, and the vertical axis represents the determined 
adaptive parameter. The variation lines in Figure 5 indicate the minimum solution of γ 
that satisfies Formula (21), and each variation line of γ starts from curve and end to hori-
zontal line. The turning point from curve to horizontal line for each variation line re-
sponds to T11–T22=1, i.e., the value of γ varies with T11 when T11–T22<1 and the value of γ 
changes with T22 when T11–T22>1. For all cases of T11 and T22, the value of γ above the var-
iation line leads to non-negative powers of Ps and Pd; otherwise, it results in negative pow-
ers. For γ in the FDD, which is always fixed on 1, only the cases of T11 and T22 above the 
horizontal line of γ=1 can lead to non-negative powers of Ps and Pd. The simulation results 
indicated that ADAM can reduce the possibility of negative powers in the FDD.  

Figure 4. Determination of the adaptive parameter in the dipole aggregation model.

Figure 5 illustrates the relationship between the adaptive parameter γ and T11 and
T22 in the coherency matrix under the assumption that T33 = 1 and T33 = 0. The horizontal
axis represents T11, the color represents T22, and the vertical axis represents the determined
adaptive parameter. The variation lines in Figure 5 indicate the minimum solution of γ that
satisfies Formula (21), and each variation line of γ starts from curve and end to horizontal
line. The turning point from curve to horizontal line for each variation line responds to
T11 − T22 = 1, i.e., the value of γ varies with T11 when T11 − T22 < 1 and the value of γ
changes with T22 when T11 − T22 > 1. For all cases of T11 and T22, the value of γ above the
variation line leads to non-negative powers of Ps and Pd; otherwise, it results in negative
powers. For γ in the FDD, which is always fixed on 1, only the cases of T11 and T22 above
the horizontal line of γ = 1 can lead to non-negative powers of Ps and Pd. The simulation
results indicated that ADAM can reduce the possibility of negative powers in the FDD.

 

 

 
Figure 5. The simulation of the determination of γ with T11 and T22. 

4. Experiments on Space-Borne PolSAR data 
4.1. Experiment scheme  

To further evaluate ADAM, we implemented it on ALOS-2 L-band space-borne Pol-
SAR data over two experimental areas. The first experimental area is located in San Fran-
cisco, the United States (37.78°N, 122.42°W), and it was imaged on August 22, 2017, by 
ALOS-2 with ascending orbit, the HBQ mode, and a minimum incidence angle of 30.8 °. 
The second experimental area is located in Wuhan, China (10.6°N, 114.42°E), and it was 
imaged on January 8, 2016 by ALOS-2 with ascending orbit, the HBQ mode, and a mini-
mum incidence angle of 33.2°. The experiment scheme is shown as Figure 6, and the ex-
perimental process is described step by step as follows: 

Step 1 is calibration and multilook, where the ALOS-2 digital images were calibrated 
as: 

( )2 2
10 110 logσ  = + + − 

o
slc I Q CF A , (22)

where CF1 and A are the calibration coefficients. The CF1 for ALOS-2 PALSAR-2 JAXA 
standard product was obtained as −83 dB, and the A for SLC data was equal to −32 dB. All 
used PolSAR images were processed with a 10 × 6 multilook (azimuth × range) [31]. 

Step 2 is sampling, where the performance of targets on a PolSAR image is related to 
their physical properties, such as their size, shape, and material, as well as the angle of the 
scattering direction to the line of radar sight [32]. For example, forests, water, and build-
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4. Experiments on Space-Borne PolSAR Data
4.1. Experiment Scheme

To further evaluate ADAM, we implemented it on ALOS-2 L-band space-borne Pol-
SAR data over two experimental areas. The first experimental area is located in San
Francisco, the United States (37.78◦N, 122.42◦W), and it was imaged on August 22, 2017,
by ALOS-2 with ascending orbit, the HBQ mode, and a minimum incidence angle of
30.8◦. The second experimental area is located in Wuhan, China (10.6◦N, 114.42◦E), and
it was imaged on January 8, 2016 by ALOS-2 with ascending orbit, the HBQ mode, and a
minimum incidence angle of 33.2◦. The experiment scheme is shown as Figure 6, and the
experimental process is described step by step as follows:
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Step 1 is calibration and multilook, where the ALOS-2 digital images were cali-
brated as:

σo
slc = 10 log10

[(
I2 + Q2

)]
+ CF1 − A, (22)

where CF1 and A are the calibration coefficients. The CF1 for ALOS-2 PALSAR-2 JAXA
standard product was obtained as −83 dB, and the A for SLC data was equal to −32 dB.
All used PolSAR images were processed with a 10 × 6 multilook (azimuth × range) [31].

Step 2 is sampling, where the performance of targets on a PolSAR image is related
to their physical properties, such as their size, shape, and material, as well as the angle
of the scattering direction to the line of radar sight [32]. For example, forests, water,
and buildings should present different features on a PolSAR image, but buildings also
have different scattering characteristics at different orientation angles [33]. As shown in
Figure 7, the orientation angle of buildings is difficult to describe due to their diverse
arrangements [34]. One approach to determine the orientation angle of one building is
selecting the longest wall in the building and measuring its direction representing the
direction of the building [34]. However, this way might not be available for measuring
the orientation angle of buildings on a medium-resolution PolSAR image. In this study,
we approximately estimated the orientation of buildings by visually interpretating the
result of the main street direction. As shown in Figure 8, eight types of samples performing
differently with the PolSAR image were selected to analyze the ADAM method; they were



Remote Sens. 2021, 13, 2583 10 of 21

forest, water, and buildings with 20◦, 40◦, 45◦, 50◦, 70◦ and 80◦ angles oriented to line of
radar sight.
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Figure 8. Google Earth images and samples in San Francisco, USA (a) and Wuhan, China (b).

Step 3 is decomposition, where to assess ADAM by control experiments, we selected
another two decomposition approaches for comparison. The first was the FDD since the
aim of this study was to improve its adaptability, and the second was the seven-component
decomposition (7CD) approach proposed by Singh et al. [35] because it represents the
latest development of four-component decomposition approach, which is a well-known
and widely used extension of the FDD [16,27]. In this study, all three approaches of
decomposition were implemented on a PolSAR image with Python 3.5 (https://github.
com/lengmeiqing/ADAP, accessed on 29 April 2021), and all the negative powers in
outputs were maintained for analysis but not made up to zero.

Step 4 is the analysis of the physical meaning of the outputs, where the relationship
between the adaptive parameter in ADAM and the property of target was analyzed by
statistics and a visual map. The predicted powers of surface, double-bounce, and volume
scattering by ADAM, FDD, and 7CD were compared at each sample plot.

4.2. Interpretation of Results
4.2.1. Physical Meaning of Aggregation Parameter

The RGB-coded images shown in Figures 9 and 10 illustrate the decomposition results
of ADAM, FDD, and 7CD over the San Francisco Bay area, where a black rectangle marks
an area with oriented buildings. There were some differences in the three decomposition
methods especially in the marked area, as ADAM showed the red color but the FDD and

https://github.com/lengmeiqing/ADAP
https://github.com/lengmeiqing/ADAP
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7CD presented the green color. Red indicates the predominating scattering mechanism of
double-bounce scattering, but green and blue correspond to volume scattering and surface
scattering, respectively. The oriented buildings mainly contributed double-bonce scattering
in the same way as the other buildings for their ground-wall structures. Thus, among
the three decomposition methods, only AMAD fit the actual scattering mechanism of the
observed targets. Next, we further analyzed the performance of the aggregation parameter
in the results. 

 

 
Figure 9. RGB-coded images of the decomposition results of ADAM, FDD, and 7CD with a reference high resolution 
satellite image over San Francisco (Ps—blue; Pd—red; and Pv—green). 

 
Figure 10. RGB-coded images of the decomposition results of ADAM, FDD, and 7CD with a reference high resolution 
satellite image over the East Bay of the San Francisco Bay area (Ps—blue; Pd—red; and Pv—green). 

Table 2 shows the statistical results of aggregation parameter γ corresponding to 
buildings, forest, and water sections on an ALOS-2 PolSAR image over San Francisco, 
USA. Before the statistical process, we used the 1.5 x interquartile range (IQR) rule to re-
move the outlier values below Q1– (1.5 x IQR) or above Q3+ (1.5 x IQR), where Q1 and Q3 
are the first quartile (25%) and the third quartile (75%) of the data, respectively. 

The mean of γ was at the maximum for the 45° oriented building and at the minimum 
for the water. Figure 11 shows that high values of γ appeared around the 45° oriented 
buildings with the blue color, and low values of γ appeared near 0° oriented buildings 
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Figure 10. RGB-coded images of the decomposition results of ADAM, FDD, and 7CD with a reference
high resolution satellite image over the East Bay of the San Francisco Bay area (Ps—blue; Pd—red;
and Pv—green).

Table 2 shows the statistical results of aggregation parameter γ corresponding to
buildings, forest, and water sections on an ALOS-2 PolSAR image over San Francisco, USA.
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Before the statistical process, we used the 1.5 x interquartile range (IQR) rule to remove the
outlier values below Q1 − (1.5 × IQR) or above Q3 + (1.5 × IQR), where Q1 and Q3 are the
first quartile (25%) and the third quartile (75%) of the data, respectively.

Table 2. The statistical results of the aggregation parameter γ for 8 types of samples over San
Francisco, USA.

Aggregation Parameter γ

Mean STD

20◦ oriented building 1.07 0.76
40◦ oriented building 1.76 1.23
45◦ oriented building 2.39 1.67
50◦ oriented building 2.15 1.6
70◦ oriented building 1.01 0.53
80◦ oriented building 0.68 0.35
Forest 1.86 0.76
Water 0.42 0.11

The mean of γ was at the maximum for the 45◦ oriented building and at the minimum
for the water. Figure 11 shows that high values of γ appeared around the 45◦ oriented
buildings with the blue color, and low values of γ appeared near 0◦ oriented buildings
with the red color, i.e., a higher value of γ appeared with the 45◦ oriented buildings. It can
be inferred that there is a potential relationship between the aggregation parameter and
the scatterer’s direction. The buildings were found to have more effective scatterers in the
45◦ direction, with a high cross-scattering property fitted to aggregation model with a high
value of γ [36]. The forest area was almost blue (γ > 1), water was almost red (γ < 1), and
the mean of γ over forest was approximately equal to 2, which was consistent with the
canopy scattering model proposed by Wang [29].
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To further analyze the physical meaning of γ, we selected more PolSAR data from an
RADARSAT-2 C-band image over San Francisco to compare the performance of γ between
different land-uses. As shown in Figure 12a, the golf course, ocean, and different oriented
buildings could be distinguished by values of γ with different colors. The rectangle box
with white border in Figure 11a represents the selected samples of 5◦, 30◦, 30◦, and 45◦

oriented buildings; the golf course; and the ocean. Figure 12a shows the statistical results
of the samples, indicating that it was easier to fit a high value of γ with a higher mean
value for 45◦ oriented buildings than other types of samples, as well as that the reduction
of orientation angle led to the decline of γ. In addition, when the aggregation parameter
was adapted to 1, it corresponded to the random volume scattering model in the FDD,
which fits the scattering characteristics of vegetation [12]. This case appeared in the golf
course, which presented alternated colors of white and blue with a mean value of 1.09, as
shown in Figure 12. The ocean was almost red and had the lowest value of γ compared
to other types of samples since it had weakest capability to change the polarization state
of the radar wave [37]. Overall, the ADAM method could not only adapt to building
areas with different orientations and fit them with a suitable volume scattering model but
also adapt to the golf course and ocean according to their scattering mechanisms. While
retaining the adaptability in vegetation area, the ADAM method improved the adaptability
of three-component model to large oriented buildings and water areas.
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4.2.2. Comparison of ADAM, FDD and 7CD

The comparative analysis results of Tables 3–5 show that ADAM had a better stability
than the FDD for a lower statistical standard deviation (STD), which will lead to a better
interpretation of scattering mechanisms for one type of target without a large feature
boundary. In addition, ADAM was found to have a lower possibility of negative powers
appearing in Ps and Pd than the FDD, as shown in Figures 13 and 14, and it showed a
lower possibility of negative powers presenting in Pv than 7CD, as shown in Figure 15.
The reason that ADAM was able to mitigate the occurrence of negative powers in the FDD
was that the underestimated Ps and Pd with negative values were raised by an adaptively
high value of aggregation parameter according to Formula (10) and the overestimated
Pv was simultaneously reduced to fit to the high cross-polarization term [14]. Though
both ADAM and 7CD could cut down the negative powers in Ps and Pd, there are some
differences between them. ADAM utilizes an adaptive approach to decrease the estimation
of Pv, but 7CD does so by subtracting the asymmetric scattering terms from the volume
scattering power, leading to a high possibility of negative powers in Pv [16]. According to
the principle of ADAM, it can be inferred that a high value of the aggregation parameter
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responding to a target with a high cross-scattering property would result in a high value of
T33 in a coherency matrix. The high cross-scattering property used in PolSAR images means
that an observed target could significantly change the polarization states of radar waves,
suggesting that the polarized direction of a radar wave is different than the scatterer’s
direction [38]. Thus, when the orientation angle of building is around 45◦, the scatterer
changes the polarization state of vertical wave or horizontal wave to the 45◦ direction,
and then the recorded cross-polarization term in the PolSAR image will present a high
value [38–40].

Table 3. The statistical results of surface scattering power Ps in 8 types of samples over San Fran-
cisco, USA.

Ps Mean STD

San Francisco, USA ADAM FDD 7CD ADAM FDD 7CD

20◦ oriented building 0.09 0.06 0.28 0.08 0.15 0.12
40◦ oriented building 0.05 -0.08 0.29 0.07 0.21 0.20
45◦ oriented building 0.07 0.04 0.21 0.06 0.11 0.13
50◦ oriented building 0.05 −0.03 0.22 0.05 0.13 0.09
70◦ oriented building 0.11 0.10 0.27 0.09 0.12 0.15
80◦ oriented building 0.12 0.21 0.34 0.08 0.13 0.17
Forest 0.04 0.02 0.10 0.03 0.05 0.05
Water 0.05 0.05 0.06 0.01 0.01 0.01

Table 4. The statistical results of double-bounce scattering power Pd in 8 types of samples over San
Francisco, USA.

Pd Mean STD

San Francisco, USA ADAM FDD 7CD ADAM FDD 7CD

20◦ oriented building 0.19 0.15 0.16 0.11 0.13 0.08
40◦ oriented building 0.20 0.02 0.13 0.16 0.23 0.10
45◦ oriented building 0.12 0.08 0.11 0.09 0.14 0.08
50◦ oriented building 0.11 0.01 0.11 0.05 0.12 0.04
60◦ oriented building 0.18 0.18 0.17 0.12 0.13 0.10
70◦ oriented building 0.43 0.50 0.45 0.30 0.31 0.29
Forest 0.03 0.01 0.04 0.02 0.02 0.02
Water 0.00 0.00 0.00 0.00 0.00 0.00

Table 5. The statistical results of volume scattering power Pv in 8 types of samples over San Fran-
cisco, USA.

Pv Mean STD

San Francisco, USA ADAM FDD 7CD ADAM FDD 7CD

20◦ oriented building 0.43 0.50 −0.02 0.14 0.18 0.18
40◦ oriented building 0.60 0.95 0.13 0.41 0.71 0.25
45◦ oriented building 0.32 0.40 0.07 0.17 0.22 0.14
50◦ oriented building 0.38 0.58 0.21 0.14 0.25 0.17
60◦ oriented building 0.33 0.34 −0.07 0.15 0.16 0.16
70◦ oriented building 0.43 0.29 −0.23 0.17 0.11 0.24
Forest 0.14 0.19 0.07 0.07 0.10 0.06
Water 0.02 0.01 −0.01 0.00 0.00 0.00
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found that the map of surface scattering power had a main color of light blue (<0.15), but 
the map of double-bounce scattering power was mainly occupied by navy blue (>0.15), 
which indicated that the contribution of the double-bounce scattering mechanism was 
higher than that of the surface scattering mechanism. This phenomenon just appeared in 
the FDD because the orientation angle was equal to 70°, but it presented oppositely in 
7CD. The result of ADAM was better fitted because buildings showed higher Pd than Ps 
for the dihedral structure formed by the ground-wall in built-up areas predominately con-
tributed by double-bounce scattering. Thus, compared with the FDD and 7CD, ADAM 
was found to be more adaptable in built-up areas.  
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and Ps. The result of ADAM was better fitted because the forest showed a higher Pv value 
than Pd and Ps because the canopy and branches of trees predominately contributed vol-
ume scattering [12]. Thus, compared with the FDD and 7CD, ADAM as found to be more 
adaptable in forest areas. Figures 13–15 show that ADAM, FDD, and 7CD performed sim-
ilarly over water. 

The experiment results in Wuhan, China, are shown in the Supplementary Materials, 
indicating similar advantages of ADAM to those in the experiments over San Francisco, 
USA, e.g., a lower possibility of negative powers and a better adaptability for buildings 
and forests. After comparing the results between San Francisco and Wuhan, we found 
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5. Discussion 
5.1. Time Efficiency of ADAM 

For all of the existing methods of adaptive PolSAR decomposition, the first step is to 
determine the adaptive parameters. Since different approaches can be used to determine 
adaptive parameters, the computation efficiency of the adaptive method can also perform 
differently [15,19–21,23,24,41]. According to the determination algorithm, the existing 
model-based decomposition method could be grouped to two categories: the fast group 
and the time-consuming group [11]. In terms of the fast group, the algorithm has the same 

Figure 15. The output map of volume scattering power Pv estimated by ADAM, FDD, and 7CD for 8 types of samples over
San Francisco, USA.

After comparing the ADAM results of buildings between Figures 13 and 14, we found
that the map of surface scattering power had a main color of light blue (<0.15), but the
map of double-bounce scattering power was mainly occupied by navy blue (>0.15), which
indicated that the contribution of the double-bounce scattering mechanism was higher
than that of the surface scattering mechanism. This phenomenon just appeared in the
FDD because the orientation angle was equal to 70◦, but it presented oppositely in 7CD.
The result of ADAM was better fitted because buildings showed higher Pd than Ps for the
dihedral structure formed by the ground-wall in built-up areas predominately contributed
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by double-bounce scattering. Thus, compared with the FDD and 7CD, ADAM was found
to be more adaptable in built-up areas.

In terms of forest, ADAM estimated a higher Pv value than Pd and Ps, 7CD showed a
higher Ps value than Pv and Pd, and FDD showed lots of negative powers in the map of
Pd and Ps. The result of ADAM was better fitted because the forest showed a higher Pv
value than Pd and Ps because the canopy and branches of trees predominately contributed
volume scattering [12]. Thus, compared with the FDD and 7CD, ADAM as found to be
more adaptable in forest areas. Figures 13–15 show that ADAM, FDD, and 7CD performed
similarly over water.

The experiment results in Wuhan, China, are shown in the Supplementary Materials,
indicating similar advantages of ADAM to those in the experiments over San Francisco,
USA, e.g., a lower possibility of negative powers and a better adaptability for buildings
and forests. After comparing the results between San Francisco and Wuhan, we found
that ADAM maintained insistence between those two experimental sites for describing the
characteristics of the same types of targets.

5. Discussion
5.1. Time Efficiency of ADAM

For all of the existing methods of adaptive PolSAR decomposition, the first step is to
determine the adaptive parameters. Since different approaches can be used to determine
adaptive parameters, the computation efficiency of the adaptive method can also perform
differently [15,19–21,23,24,41]. According to the determination algorithm, the existing
model-based decomposition method could be grouped to two categories: the fast group
and the time-consuming group [11]. In terms of the fast group, the algorithm has the same
number of unknown parameters as the equations, so the adaptive parameter could be
directly solved by using equations that are almost as fast as those used in the FDD, and
the method’s time complexity could be assumed as O(1), as in ADAM or the methods
proposed by Cui et al., Chen et al., and Wang et al. [19–21]. The time-consuming group
suggests that the number of unknown parameters is more than the involved equations
in the model, so solving all the adaptive unknowns there requires that some of them are
assigned hypothetical values. Thus, an optimal algorithm with an objective function is
used in the time-consuming method to determine which hypothetical value is optimal for
each pixel of a PolSAR image. Given that the number of adaptive parameters is m and the
number of hypothetical values is n, the time complexity of time-consuming methods could
be recognized as O(mn), such as in the methods proposed by Arii et al., Chen et al., and
Xie et al. [9,15,17,18], the computation efficiency of which is lower than that of the FDD.

5.2. Simple and Clear Physical Meaning of ADAM

An important reason that the FDD is widely used is its simplicity, as its outputs corre-
spond to clear physical meaning [11,14]. For instance, the output of the volume scattering
component can be explained as the contribution of randomly distributed dipoles [5,12].
However, the improvement of the FDD sometimes requires increasing the complexity and
reducing the simplicity of the model, e.g., the approaches proposed by Cui et al., Chen et al.,
and Wang et al. [19–21]. Freeman improved the adaptability of the FDD by combining
the surface scattering model and the double-bounce scattering model [22]. However, the
two-component decomposition method sacrifices the clarity of three-component model.
For example, the outputs of three-component decomposition could better distinguish open
and built-up areas in urban zones through the comparison of surface and double-bounce
scattering [42]. In contrast, the proposed ADAM method retains the original mechanism of
the three-component model without introducing any other types of scattering models. As
shown in Figures 11 and 12, the only parameter introduced by ADAM, the aggregation
parameter, also presented a clear physical meaning that responded to the orientation angle
of buildings or adaptively fit to the property of vegetation and water.
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6. Conclusions

In this paper, a novel ADAM approach was proposed to improve the adaptability
of the FDD by using a dipole aggregation model to fit independent volume scattering
for each resolution unit of a PolSAR image. The approach was tested with ALOS-2 and
Radarsat-2 PolSAR data over San Francisco and Wuhan. The advantages of ADAM were
demonstrated in this paper as follows. (1) Compared with the original FDD, it reduces
the negative powers and performs better in oriented building areas for fitting to double-
bounce scattering, i.e., it is able to show higher Pd values than Ps values; (2) it has adaptive
capability with an aggregation parameter that responds to the scattering characteristics of
the target, e.g., the increasing of aggregation parameter leads to more effective scatterers
aggregating in the 45◦ direction that correspond to a high cross-polarized property that
is always presented in 45◦ oriented buildings, and when the aggregation parameter is
reduced to a low value, the ADAM is adapted to water; and (3) compared with the other
adaptive decomposition methods, it had better time efficiency, simplicity and clarity.
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.3390/rs13132583/s1, Figure S1: The determined aggregation parameter γ of building samples over
Wuhan, China; Figure S2: The output map of surface scattering power Ps estimated by ADAM, FDD
and 7CD for 8 types of samples over Wuhan, China; Figure S3: The output map of double-bounce
scattering power Pd estimated by ADAM, FDD and 7CD for 8 types of samples over Wuhan, China;
Figure S4: The output map of volume scattering power Pv estimated by ADAM, FDD and 7CD for 8
types of samples over Wuhan, China; Table S1: The statistical results of the aggregation parameter
γ for 8 types of samples over Wuhan, China; Table S2: The statistical results of the Ps in 8 types of
samples over Wuhan, China; Table S3: The statistical results of the Pd in 8 types of samples over
Wuhan, China; Table S4: The statistical results of the Pv in 8 types of samples over Wuhan, China.
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