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Abstract: The rapid development of unmanned aerial vehicles (UAVs), miniature hyperspectral
imagers, and relevant instruments has facilitated the transition of UAV-borne hyperspectral imaging
systems from concept to reality. Given the merits and demerits of existing similar UAV hyperspectral
systems, we presented a lightweight, integrated solution for hyperspectral imaging systems including
a data acquisition and processing unit. A pushbroom hyperspectral imager was selected owing
to its superior radiometric performance. The imager was combined with a stabilizing gimbal and
global-positioning system combined with an inertial measurement unit (GPS/IMU) system to form
the image acquisition system. The postprocessing software included the radiance transform, surface
reflectance computation, geometric referencing, and mosaic functions. The geometric distortion of the
image was further significantly decreased by a postgeometric referencing software unit; this used an
improved method suitable for UAV pushbroom images and showed more robust performance when
compared with current methods. Two typical experiments, one of which included the case in which
the stabilizing gimbal failed to function, demonstrated the stable performance of the acquisition
system and data processing system. The result shows that the relative georectification accuracy of
images between the adjacent flight lines was on the order of 0.7–1.5 m and 2.7–13.1 m for cases with
spatial resolutions of 5.5 cm and 32.4 cm, respectively.

Keywords: UAV; pushbroom hyperspectral imager; geometric referencing

1. Introduction

Unmanned aerial vehicles (UAVs), also called drones or unmanned aircraft systems (UASs),
have witnessed rapid development over the last two decades and have been used in various remote
sensing applications such as crop disease detection, environmental monitoring, and infrastructure
inspection [1]. UAVs are classified as either fixed-wing or multirotor-type UAVs [2]. Fixed-wing
UAVs have the advantages of superior stability, longer flying time, and large-scale data acquisition
ability; however, they require some space to land and take-off. Multirotor UAVs can take off vertically
and fly as slowly as expected, or even hover if needed; however, they have the drawbacks of shorter
flying times and lower payload weights. To take advantage of both types of UAVs, hybrid UAVs
that possess the main features of fixed-wing UAVs and integrate rotating wings have also been
proposed recently [2]. Meanwhile, many hyperspectral remote imagers that are small and lightweight,
and are thus suitable for UAVs, have been developed. Some typical imagers include Micro-Hyperspec
(Headwall Photonics) [3], Cubert UHD 185 (Cubert) [4], Bayspec OCI (OCI is a phonetic spelling
of “All Seeing Eye”, BaySpec) [5], and Rikola (SENOP) [6]. Several other imagers have also been
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reviewed [2,7,8]. These mini hyperspectral imagers can be operated in different imaging modes (e.g.,
pushbroom, snapshot, and spectral scanning) to yield data of varying quality in spectral, geometric,
or radiometric terms. Micro-Hyperspec is a typical pushbroom imager with a high signal-to-noise ratio
(SNR) and high spectral resolution; however, its geometric referencing and mosaics still prove to be an
obstacle for data processing [7]. In comparison, the Rikola imager uses a Fabry–Perot interferometer
(FPI) to acquire the whole 2D plane per band at once; however, accurate geometric matching among
different spectral bands is a challenge, especially when ground objects are in motion [9,10]. UHD 185
is a snapshot imager that captures 3D data, but with relatively low spatial resolution and with only
50 × 50 hyperspectral pixels [11].

In addition to the UAV and the hyperspectral imager, other complementary components, such as
a global-positioning system combined with an inertial measurement unit (GPS/IMU), a stabilizing
gimbal and storage device, and data processing software, are also essential components of the system.
Thus, many commercial companies seek to develop comprehensive UAV hyperspectral solutions for
applications ranging from data acquisition to data processing. Headwall Photonics recently proposed a
compact UAV hyperspectral system called Nano-Hyperspec [12,13] that includes an advanced GPS/IMU
and Hyperspec III software. Ground reflectance can be obtained using this software if reflectance panels
are placed at the target site. Similarly, Rikola developed software for image acquisition mode setting,
spectral viewing, and radiance data conversion from raw data [10]. However, not all commercial
solutions are perfect and capable of catering to users’ requirements of price, spectral performance,
and spatial width. Nano-Hyperspec relies on the in-built high-precision GPS/IMU, and its software is
able to mosaic adjacent images solely on the basis of the pixel geographic locations after the images are
georeferenced using GPS/IMU data. Rapid changes in flight attitude or GPS/IMU data records would
introduce obvious errors. Furthermore, postprocessing functions such as geometric matching among
different spectral bands and image mosaicking are not provided.

Given the needs for UAV hyperspectral applications and the tradeoff relationship among weight,
spectral data, and spatial performance, we herein propose a lightweight integrated solution for a UAV
hyperspectral system that includes a UAV platform, a Micro-Hyperspec imager, flight control and
data acquisition units, and data processing software. The system is designed to provide a convenient
instrument for acquiring hyperspectral data and complementary functions for obtaining radiometrically
and geometrically rectified images.

2. System Configuration

After consideration of the spectral and spatial requirements for most applications, the Micro-Hyperspec
VNIR A-Series imager—exhibiting 1004 spatial pixels and 324 bands from 400 to 1000 nm at a
maximum—was selected as the hyperspectral image acquisition instrument. Lucieer et al. [14]
integrated a UAV hyperspectral system with the Micro-Hyperspec imager and other components on a
multirotor UAV without a gimbal to provide extra stability; however, the synchronization between the
imager and the GPS/IMU was not well designed. Jaud et al. [15] proposed a hyperspectral system
named Hyper-DRELIO for a multirotor UAV by using the Micro-Hyperspec imager as a core component.
Hyper-DRELIO adopted an IMU with high accuracy (0.05◦ for roll and pitch), which used a gimbal,
and synchronized the imaging module and navigation module on the basis of central processing unit
(CPU) timestamps. The Micro-Hyperspec imager employs an all-reflective and concentric optical
layout to guarantee high spectral and spatial resolution and to minimize smiling and keystone effects;
detailed specifications can be found in [3]. A six-rotor UAV was used because it offers the advantages
of low cost and ease of operation. In addition to these two main devices, the GPS/IMU, stabilizing
gimbal, and data acquisition and processing software were also integrated into the system (Figure 1).
Figure 2 shows a photograph of the entire integrated system resting on the ground. Apart from the
UAV, the other onboard devices had a total weight of ≈3.9 kg (the weights of Headwall hyperspectral
imager plus lens, hyperspectral camera lens, GPS/IMU unit, data collection and storage unit (DCSU),
global navigation satellite systems (GNSS) antenna, gimbal, and cables of 680, 74, 48.5, 515, 99.1, 2300,
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and 183.4 g). The batteries of the Matrice 600 Pro UAV allow 16 min of system function; however,
the effective imaging duration cannot exceed 8–13 min to allow for the duration of the ascent, descent,
and cushion phases. Considering the maximum frame rate of 90 HZ (50 HZ is a typical setting) of the
hyperspectral imager and the maximum imaging flight duration of 13 min, the maximum data volume
collected during one flight is ≈46 GB. Therefore, the storage capacity of the 64 GB CompactFlash (CF)
card was enough to store the hyperspectral data.

 
 

Figure 1. Scheme of unmanned aerial vehicle (UAV) hyperspectral imaging system integration. 

 
(a) 

 
(b) 

Figure 3. (a) Schematic and (b) photograph of data collection and storage unit (DCSU). 

  
 (a) (b) 

Figure 4. Interface of (a) data acquisition software and (b) data transfer software. 
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Figure 1. Scheme of unmanned aerial vehicle (UAV) hyperspectral imaging system integration.
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Figure 2. Photograph of UAV hyperspectral imaging system.

The hyperspectral imager and GPS/IMU were combined and connected to the DCSU, which was
controlled by the data acquisition software to acquire hyperspectral images and GPS/IMU data and
store them in a CF card inserted into the DCSU. The three devices—imager, GPS/IMU, and DCSU—were
mounted in a suitable stabilizing gimbal framework that enabled the imager to observe the ground
surface nearly in the nadir direction with a relatively stable attitude. The gimbal was especially vital
for pushbroom hyperspectral imagers such as Micro-Hyperspec, as it reduced the severe geometric
distortion in the flight direction. The gimbal framework and the above three main devices were
mounted on the UAV. The flight path, speed, and altitude of the UAV were controlled by the flight
control software, which is usually provided by the UAV supplier. The maximum flight altitude of the
Matrice 600 Pro could be above 2000 m (Table 1); however, a lower attitude is always selected to collect
high-resolution data. The UAV’s speed, determined by the frame frequency and the instantaneous
field of view (IFOV) of hyperspectral imager, as well as its flight altitude should be adjusted to avoid
scanning gaps when collecting data. After data acquisition, data processing software was applied to
the raw data to correct for geometric distortion and to derive the radiance or ground reflectance images.
In addition, the software integrated an image mosaic function that helped to stitch several small
images into a large-scale image. Some components of the system (i.e., imager, GPS/IMU, stabilizing
gimbal, UAV, and its flight control software) were purchased from commercial companies. Table 1
lists their primary specifications. Other components such as the data acquisition software, DCSU,
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and data processing software were custom-made by the authors and are described in detail in the
following subsections.

Table 1. Main specifications for some components of the hyperspectral UAV system.

Component Parameter Specification

Imager
(Headwall

Micro-Hyperspec VNIR
A-Series [16])

Wavelength 400–1000 nm
Spatial pixels 1004

Bit depth 12-bit
Full width at half maximum (max.)

(FWHM) 5.8 nm

Frame rate ≥30 HZ
Pixel size 7.4 µm

Focal plane array Silicon CCD
Weight 0.68 kg

Signal-to-noise ratio (SNR) ≥60

GPS/IMU
(SBG Ellipse2-N [17])

Roll and pitch accuracy 0.1◦

Heading accuracy 0.5◦

Position accuracy 2 m
Output rate 200 HZ

Weight 47 g

Gimbal
(DJI Ronin-MX 3-Axis
Gimbal Stabilizer [18])

Rotation range
pitch: −150◦–270◦

roll: −110◦–110◦

yaw: 360◦

Follow speed
pitch: 100◦/s

roll: 30◦/s
yaw: 200◦/s

Stabilization accuracy ±0.02◦

Weight 2.15 kg
Load capacity 4.5 kg

UAV
(Matrice 600 Pro [19])

Dimensions (mm) 1668 (L) × 1518 (W) × 727 (H)
Weight (with batteries) 10 kg

Max. takeoff weight 15.5 kg
Max. speed 65 km/h (no wind)

Hovering Accuracy Vertical: ±0.5 m, horizontal: ±1.5 m
Max. Wind Resistance 8 m/s

Max. Service Ceiling Above Sea
Level

2500 m by 2170R propellers; 4500 m by
2195 propellers

Operating temperature −10 to 40 ◦C
Max. transmission distance 3.5 km

3. DCSU and Data Acquisition Software

The DCSU was connected to the hyperspectral imager and the GPS/IMU unit on the stabilizing
gimbal. It communicated with the hyperspectral imager using a camera link cable, controlled the
imager observation procedure, and exported data from the imager to the CF card inserted in the
DCSU. It also communicated with the GPS/IMU via a universal serial bus (USB) cable and stored
GPS/IMU data in its memory. To synchronize the imager and GPS/IMU, a pulse signal was sent by
the imaging module to the GPS/IMU module just before each line was scanned. Then, each GPS/IMU
signal recorded closest to the pulse sent by the imaging module was labeled and recorded together
with the label of the corresponding line scanned. Further, the DCSU offered a port to connect with the
UAV and to accept a signal from the UAV to determine whether to start or to stop the imager’s work.
The total weight of the DCSU was ≈500 g. Figure 3 shows a structural schematic and a photograph of
the DCSU.
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Figure 3. (a) Schematic and (b) photograph of data collection and storage unit (DCSU).

A data acquisition software program was developed to allow the DCSU to drive the imager,
GPS/IMU, and CF card, as well as to ensure that they worked properly after setting certain parameters
such as the integration time, gain, and number of spectral bands for hyperspectral data collection.
Further, the latest data collected by the GPS/IMU can be displayed on the software interface to help
evaluate the accuracy of the position and attitude (Figure 4). It is advisable to begin data collection
once the horizontal position accuracy surpasses 10 m. Then, the hyperspectral imager commenced
operation upon receiving a pulse signal with a width greater than 1.6 ms. The hyperspectral data
were stored in the CF card and could be output in the band interleaved by line (BIL) format by the
data acquisition software. The original GPS/IMU data were automatically resampled to correspond
with each scanning line of the hyperspectral data and transformed into American standard code for
information interchange (ASCII) format after downloading hyperspectral data from the DCSU through
the transfer software (Figure 4b). The GPS/IMU ASCII file was sent to the data processing software to
perform geometric referencing of the image.

(b)(a)

Figure 4. Interface of (a) data acquisition software and (b) data transfer software.
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4. Data Processing Software

Owing to the complexity in UAV data acquisition conditions, basic data processing capabilities,
especially in terms of radiance transform, surface reflectance computation, geometric referencing,
and stripe stitching are very important in ensuring that the UAV hyperspectral data can be used for
further quantitative applications. Although the principles of UAV data processing are generally similar
to those of data processing for manned vehicles, specific adjustments are still needed for a better match
with our hyperspectral data acquisition process. Figure 5 shows the main interface and main functions
of the software.
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4.1. Radiance and Surface Reflectance Computation

Periodic radiometric calibration of the hyperspectral imager in a laboratory is recommended. As a
vital complementary component, the in situ experiment also provided an opportunity to ascertain the
change in the radiometric performance of the UAV hyperspectral imager using recently developed
methods [20–22]. The radiance image (L) was derived by subtracting dark currents (B) from the raw
digital number image (DN), followed by the application of the gain coefficients (A), as follows:

L(i, j, k) = A(i, k) · [DN(i, j, k) − B(i, k)], (1)

where i, j, and k represent the column index, row index, and band index, respectively.
The gain coefficients and dark currents were automatically computed as intermediate parameters

by the radiance computation module after inputting the dark current and radiance files from the
laboratory calibration procedure.

A key step in the surface reflectance retrieval from remote sensing data is atmospheric correction
(AC), which serves to reduce the absorption and scattering influence of aerosols and atmospheric
molecules. Several AC-related algorithms, which can be divided into two categories (i.e., physical
and empirical algorithms), have been developed in recent decades. On the basis of radiometric
transfer codes such as 6SV [23] or MODTRAN [24], physical methods have been implemented in
several typical commercial AC software packages—these include Atmospheric and Topographic
Correction (ATCOR) [2,25,26], Atmospheric Correction Now (ACORN) [27], Fast Line-of-sight
Atmospheric Analysis of Hypercubes (FLAASH) [28–30], and High-accuracy Atmospheric Correction
for Hyperspectral Data (HATCH) [31]. One of the typical empirical methods is called the empirical
line method (ELM); it uses the in situ reflectance measurements obtained over a pair of bright and dark
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objects to derive the atmospheric correction parameters [32]. The atmospheric variation in space can
be ignored and the ELM works well over a small acquisition region [2]. A three-parameter empirical
method was proposed to compensate for the multiple scattering effect (more evident in heavy aerosol
burden conditions) ignored by the ELM method, as follows:

L = A +
ρt

1− B · ρt
·C, (2)

where L is the image radiance calculated by Equation (1); ρt is the surface reflectance; A, B, and C are
the transform coefficients between ground reflectance and the radiance measured by the UAV imager,
representing path radiance, bottom atmospheric albedo, and an additional parameter depending on
atmospheric and geometric conditions, respectively. Thus, at least three standard panels or tarps with
different reflectances were placed within the flight area to derive these three parameters.

4.2. Georeferencing and Mosaicking

The UAV image acquired by the pushbroom imager showed evident geometric distortion, which is
the biggest hindrance to its widespread application. Theoretically, the accurate position of each pixel
can be predicted using the geometric parameters (i.e., focal length and physical pixel size), position
and attitude parameters from the GPS/IMU, and relationship between the GPS/IMU and the imager
(i.e., transform parameters between their individual coordinate systems) [33]. The principle used for
the geometric correction of airborne pushbroom imagery applies to UAV imagery; however, the latter
is more complex. Both the gimbal jitter and the measurement accuracy of the GPS/IMU affect the
geometric referencing results of UAV pushbroom images [2]. Moreover, the UAV platform may move
forward more slowly or quickly than expected, or even move backward suddenly, owing to strong
atmospheric turbulence. Consequently, certain regions are scanned more or less frequently or even
multiple times. Therefore, the current geometric referencing procedure cannot be directly applied to
UAV pushbroom images. Given these factors, a modified georeferencing procedure was used, the steps
of which are described below:

(1) Screening the abnormal records in the GPS/IMU file. Table 2 lists the entries of a typical GPS/IMU
file in ASCII format. The GPS/IMU records sometimes contain abnormal geographic position or
attitude parameter values as a result of unknown factors. The abnormal values are very large
(much more than 1.0 × 1010) in latitude, longitude, and height. Therefore, a simple criterion
was set to screen them by determining whether the latitude and longitude values were out of a
meaningful geographic scope (i.e., −180◦ to 180◦ of longitude and −90◦ to 90◦ of latitude). Finally,
the abnormal values can be replaced by the average values of the adjacent lines.

(2) Calculating the projected map coordinates for each pixel. This step is similar to the ordinate
geometric referencing procedure used for manned airborne pushbroom images involving
collinearity equations and including several coordinate transformations [15,34,35]. The focal
length and physical pixel size and the expected projected map coordinate (e.g., Universal
Transverse Mercator (UTM) or Gauss–Kruger coordinate) should be known after the image
is georeferenced.

(3) Resampling from original data. The geometric referencing results must be resampled into a
regular grid. A resampling strategy is always used to find the accurate position in the original
raw image for a certain pixel in the projected image space. One georeferencing method involving
a geographic lookup table (GLT) developed by ENVI could work well for satellite data or manned
airborne pushbroom images; however, it always failed for the UAV pushbroom images in our
experience. An alternative strategy was to assign a reasonable value for the gridded pixel by
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using the nearest projected pixels or considering the weights of the surrounding pixels projected
from the original image to the projected image space (Equation (3)):

P(i, j) =
n∑

k=1
G(iraw

k , jraw
k ) ·wk/

n∑
k=1

wk

wk = 1/
√
(ik − i)2 + ( jk − j)2

, (3)

where P denotes the pixel in the projected image with the column index i and row index j;
k (1, ..., n) refers to the index of the pixel projected within one pixel distance near P (i.e., from
i-0.5 to i-0.5 and from j-0.5 to j + 0.5); G is the neighboring pixel of P(i, j) after being projected
from the original image position (iraw

k , jraw
k ) into the new position (ik, jk) of the projected image;

and w is the weight of the pixel calculated by the area it contributes to the final pixel G. To avoid
oversampling, it is recommended that the resampling resolution should not be set to a value
higher than the real one determined by flight height, imager focal length, and pixel size.

(4) Filling in the gaps using the neighbor pixels. Such gaps usually appear when wind gusts suddenly
push the UAV forward at a speed that exceeds the speed expected according to its exposure time
and flight height. Thus, it is better to fill in the gap lines by weighting the upper and lower valid
pixels in the direction along the flight direction. In our resampling strategy, the georeferencing
image was rotated at a certain angle to align the flight direction along the image column. The gap
was much easier to fill by just using the pixels in the upper and lower rows.

Table 2. Entries recorded by global-positioning system combined with an inertial measurement unit
(GPS/IMU) file in ASCII format.

Item Unit Data Type Meaning Example

No. none Integer Row number of the
image 2948

Time none String
(yyyy/mm/dd hh:mm:ss) Exposure time 2018/05/18

15:21:49.424900

Longitude degree Double Geographic
longitude 121.9721375

Latitude degree Double Geographic
latitude 31.53649527

Altitude meter Double Elevation above
sea level 108.6938

Roll degree Float Roll angle −1.38
Pitch degree Float Pitch angle 2.21
Yaw degree Float Yaw angle 150.68

After the georeferencing correction was completed for each flight strip, image mosaicking was
used to combine small strips into a relatively large image. Owing to the limited geometric correction
accuracy of the georeferencing image, the strips could not be stitched together using only their
georeferenced coordinates. The scale-invariant feature transform (SIFT) features were first extracted
and the geographic relationship between features in the overlapping area was used to filter out the
obviously wrong matching features. Then, the RANSAC method, which was originally used for
picture stitching [36], was further used to find optimal matching features between the two adjacent
georeferenced flights of hyperspectral data. The stitching process was performed for all spectral bands
of hyperspectral data as a subsequent step.

5. Results

The whole system was tested using several flight experiments and data processing tests designed
to improve its robustness. Two typical experiments are described below to demonstrate the data
acquisition and processing results.
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5.1. Zhuozhou Experiment

The system was evaluated following the first flight experiment conducted over Zhuozhou
(39◦33′16.8”N, 115◦47′47.1”E), China, on 18 May 2018. Four flight strips were acquired; however,
the stabilizing gimbal did not function in this experiment. Consequently, evident distortion can be
found in the original images. A camera lens with a focal length of 17 mm was used and the flight
height above the ground was ≈170 m. The ground resolution of the image is 0.055 m. Figure 6 shows
the flight strips before and after georeferencing. Figure 7 shows a comparison of the mosaicked image
with the satellite image acquired on 17 April 2018, from Google Earth. The results indicated a reliable
UAV hyperspectral acquisition system and satisfactory data processing results, although the GPS/IMU
did not have a very high accuracy and the stabilizing gimbal failed to function.
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Figure 7. Comparison of the (a) mosaicked image by stitching Figure 6b,d,f,h with the (b) satellite
image acquired on 4 September 2018, from Google Earth.

5.2. Hong Kong Experiment

A flight experiment was performed to verify the performance of the whole system further over
Hong Kong (22◦29′00”N, 114◦02′04.5”E) on 7 August 2018. A camera lens with a focal length of 8 mm
was used and nine flight strips were acquired. The flight height above the ground was ≈320 m and the
ground resolution of the image is 0.324 m. The stabilizing gimbal worked well, and even the original
image did not show high-frequency distortion among image rows. Figures 8 and 9 respectively show
the first four strips before and after georeferencing and the result of mosaicking nine strips.
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Figure 8. Four flight image strips (a,c,e,g) before and (b,d,f,h) after georeferencing shown in pseudo
color with infrared, red, and green bands. Figure 8b,d,f,h show the results of rotating the georeferenced
images clockwise by 239.61◦, 65.07◦, 241.74◦, and 64.26◦, respectively.
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5.3. Geometric Correction Accuracy Evaluation

Owing to the lack of the ground measured ground control points (GCPs), the absolute
georeferencing accuracy was impossible to evaluate. However, the SkySat ortho images with spatial
resolution of 1.0 m and position accuracy of less than 10 m [37] were used to evaluate the geometric
accuracy of the georeferencing images acquired over Zhuozhou and Hong Kong (Figures 6 and 8).
With 9 and 25 selected controls points (Figures 7b and 9b), the horizontal root mean square error (RMSE)
of the georeferencing results were 5.26 and 7.49 m in the Zhouzhou and Hong Kong experiments,
respectively. Although such accuracy estimation was not based on in situ measurements of the control
points, it still provided a reference for the absolute geometric accuracy of the georeferencing results.

In addition, the relative georeferencing accuracy between the adjacent flight lines was assessed by
using the same featured points in their overlap area. More matching points could be easily found in
the larger overlap region. Therefore, over 50 and 7–9 points were selected for evaluating the relative
geometric accuracy of images acquired over Zhuozhou and Hong Kong, respectively. The results
(Figure 10) show that the relative geometric positions differred by 10–40 pixels (0.7–1.5 m and 2.7–13.1
m for Zhuozhou and Hong Kong, respectively) between two adjacent fight lines. However, the relative
position errors varied with different flight lines, for which the accuracy was likely to be affected by
boresight error, orientation parameter measured errors, and flight conditions. Similar findings were
also reported by other researchers [15].
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Figure 10. Relative georeferencing errors between two adjacent images (a) acquired over Zhouzhou
(lines 1–4 are labeled in Figure 7) and (b) acquired over Hong Kong (lines 1–9 are labeled in Figure 9).

6. Discussion

The integrated system constitutes a stable hyperspectral data acquisition and processing solution,
as proved by several experiments. We focused on the two significant process steps of the UAV onboard
pushbroom imager, namely, georeferencing and surface reflectance retrieval. A stabilizing gimbal and
a GPS/IMU with moderate accuracy were mounted on the UAV to minimize the apparent geometric
distortion. Reasonable georeferencing results were achieved in the Zhuozhou and Hong Kong
experiments with the optimal geometric referencing method, even though the stabilizing gimbal failed
to function in the former case. The mosaicked UAV image was very similar to a high-resolution satellite
image in terms of geometric characteristics. As a comparison, the orthorectified result (Figure 11)
in [14] still shows evident geometric distortion as judged from the measuring tape owing to the lack of
a stabilizing gimbal and high-frequency GPS/IMU. Additionally, this orthorectified image contained
many gaps.

For further discussion, the dataset acquired in the Zhuozhou experiment was used as an example.
The altitude changed significantly at the end or beginning of each flight strip (red rectangles in Figure 6),
and the raw image in these regions appeared to be almost unusable. It is hard to recognize the roof of
the building in the lower right corner of Figure 6g (corresponding to the upper left corner of Figure 6h).
Figure 11a shows data for the UAV course reversal at the beginning of the flight strip for Figure 6g.

Remote Sens. 2020, 11, x FOR PEER REVIEW 12 of 17 

 

 
(b) 

Figure 10. Relative georeferencing errors between two adjacent images (a) acquired over Zhouzhou 
(lines 1–4 are labeled in Figure 7) and (b) acquired over Hong Kong (lines 1–9 are labeled in Figure 9). 

6. Discussion 

The integrated system constitutes a stable hyperspectral data acquisition and processing 
solution, as proved by several experiments. We focused on the two significant process steps of the 
UAV onboard pushbroom imager, namely, georeferencing and surface reflectance retrieval. A 
stabilizing gimbal and a GPS/IMU with moderate accuracy were mounted on the UAV to minimize 
the apparent geometric distortion. Reasonable georeferencing results were achieved in the Zhuozhou 
and Hong Kong experiments with the optimal geometric referencing method, even though the 
stabilizing gimbal failed to function in the former case. The mosaicked UAV image was very similar 
to a high-resolution satellite image in terms of geometric characteristics. As a comparison, the 
orthorectified result (Figure 11) in [14] still shows evident geometric distortion as judged from the 
measuring tape owing to the lack of a stabilizing gimbal and high-frequency GPS/IMU. Additionally, 
this orthorectified image contained many gaps. 

For further discussion, the dataset acquired in the Zhuozhou experiment was used as an 
example. The altitude changed significantly at the end or beginning of each flight strip (red rectangles 
in Figure 6), and the raw image in these regions appeared to be almost unusable. It is hard to 
recognize the roof of the building in the lower right corner of Figure 6g (corresponding to the upper 
left corner of Figure 6h). Figure 11a shows data for the UAV course reversal at the beginning of the 
flight strip for Figure 6g. 

  
(a)                                   (b) 

Figure 11. Part of flight GPS/INS data in last 500 rows in Figure 6g: (a) latitude and longitude data 
and (b) rolling angles. 

39.554945

39.554950

39.554955

39.554960

39.554965

39.554970

39.554975

115.796220 115.796225 115.796230

la
tit

ud
e 

(°
)

longitude (° )

0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

1.8

16750 16800 16850 16900 16950 17000 17050 17100 17150 17200 17250 17300

ro
ll 

an
gl

e 
(°)

image row number

Figure 11. Part of flight GPS/INS data in last 500 rows in Figure 6g: (a) latitude and longitude data and
(b) rolling angles.



Remote Sens. 2020, 12, 657 13 of 17

Usually, it is hard to process the overlap data unless the overlap flight images are separated.
In addition, the roll angles changed drastically, indicating that the UAV shook dramatically, which
was the main reason for the geometric distortion shown in the images acquired during the Zhuozhou
experiment. However, our refined georeferencing strategy permitted processing without separating or
discarding overlapping flight image parts.

The longitude and latitude positions of each pixel were easy to compute using collinear equations
(Figure 12) [33]. The map of the longitude and latitude for each pixel further showed the complicated
geometric distortions of the UAV pushbroom images, especially in the case without the stabilizing
gimbal. We used the geographic position file to generate a GLT file and then used ENVI software to
perform geometric referencing of the raw data; however, this process failed. This failure was attributed
primarily to the fact that the geographic positions of the pixels in the UAV image did not change
continuously. Furthermore, the gap-filling step following image georeferencing was used to avoid
spatial discontinuity when the UAV was suddenly pushed forward by wind gusts.
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Additionally, the PARGE software [34] was used to process these data, and the georeferencing
results matched those obtained using our methods. However, one georeferencing image processed by
PARGE contained gaps not seen in the image processed using our methods (Figure 13).
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Figure 13. Georeferencing imagery of flight line 7 (Figure 9a) acquired over Hong Kong processed by
(a) PARGE and (b) our method.

Pushbroom image stitching can still be improved not only because the image georeferencing
accuracy was not high enough but also because the accuracy was not consistent across scanning lines.
Although the RANSAC method was used to build the transform relations between adjacent strips,
the stitching was still problematic in areas without many features such as roads and buildings. In the
future, it would be beneficial to add a small frame camera to assist in refining the external oriental
parameters (i.e., position and angle parameters) of each scan line of the pushbroom images following
initial georeferencing using the GPS/IMU data [38]. By doing this, different strips acquired by the UAV
can be stitched together with satisfactory accuracy.

The traditional ELM is always applied to imagery acquired over a small area. As a comparison,
the three-parameter ELM was used to derive the surface reflectance from the UAV imagery acquired
by the Micro-Hyperspec imager over Baoding (38.87◦N, 115.33◦E), Hebei province, China, on 28
June 2014 [21]. During the experiment, the reflectances were measured over the three tarps (i.e.,
with reflectances of 5%, 20%, and 60%, respectively) and the black mesh was measured (Figure 14a).
Three tarp reflectances were used in three-parameter ELM to derive coefficients in Equation (2) and
to compute the surface reflectance accordingly. Meanwhile, two tarps with reflectances of ≈20% and
60% were used in traditional ELM. The retrieved reflectance of the black mesh by the two methods
was compared with the in situ measured reflectance (Figure 14b). The retrieved reflectance by the
three-parameter ELM was closer to the measured reflectance, with an REMS of 0.38% in the spectral
range before 902 nm compared with that of 2.0% by the traditional ELM. The three-parameter ELM
compensated for the multiple scattering effect between the ground and the atmosphere, which was
more evident when the aerosol optical depth (AOD) became large. As mentioned in [21], the AOD at
550 nm was 0.54 on the day when data were acquired in the experiment in Baoding. Therefore, the
multiple scattering effect between the ground and the bottom of the atmosphere could not be ignored.
The three-parameter ELM is recommended to derive the reflectance of UAV imagery, especially in
non-ideal weather conditions.
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7. Conclusions

We presented herein a lightweight integrated solution for a UAV-mounted hyperspectral imaging
system. The data acquisition system integrated a hyperspectral imager, GPS/IMU system, stabilizing
gimbal, and DCSU. Postprocessing software was developed to transform the raw data into the
radiometric and geometric rectified radiance and surface reflectance data. Further, the mosaic result
obtained by stitching different strips together using the present algorithm was of limited accuracy
and will be further improved after adding a red-green-blue (RGB) frame camera. The whole system
achieved satisfactory performance by optimizing the tradeoff among factors such as actual application
requirements, device weight, and instrument specifications. Although the pushbroom hyperspectral
imager has inherent deficiencies in geometric rectification, we chose to use this type of imager in the
system because of its superior spectral performance and its wide spatial dimensions (e.g., the Headwall
Micro-Hyperspec has 1004 pixels). The geometric distortion of the image was significantly reduced by
the stabilizing gimbal unit and the postprocessing geometric correction software unit.

Moreover, the boresight of the hyperspectral imager relative to the GPS/IMU should be calibrated
to make the whole system achieve better geometric accuracy. Further, the GPS/IMU with a higher
attitude measurement accuracy (0.05◦ for roll and pitch of SBG System Ekinox-D IMU) was very helpful
for minimizing the high-frequency vibration of the UAV image. In the future, an RGB frame camera
will be added to the system to further increase the consistency in terms of geometric accuracy among
different scanning lines and reduce stitching errors between adjacent strips.
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