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Abstract: Gully formation through water-induced soil erosion and related to devastating land
degradation is often a quasi-normal threat to human life, as it is responsible for huge loss of surface soil.
Therefore, gully erosion susceptibility (GES) mapping is necessary in order to reduce the adverse effect
of land degradation and diminishes this type of harmful consequences. The principle goal of the present
research study is to develop GES maps for the Garhbeta I Community Development (C.D.) Block;
West Bengal, India, by using a machine learning algorithm (MLA) of boosted regression tree (BRT),
bagging and the ensemble of BRT-bagging with K-fold cross validation (CV) resampling techniques.
The combination of the aforementioned MLAs with resampling approaches is state-of-the-art soft
computing, not often used in GES evaluation. In further progress of our research work, here we used
a total of 20 gully erosion conditioning factors (GECFs) and a total of 199 gully head cut points for
modelling GES. The variables” importance, which is responsible for gully erosion, was determined
based on the random forest (RF) algorithm among the several GECFs used in this study. The output
result of the model’s performance was validated through a receiver operating characteristics-area under
curve (ROC-AUCQ), sensitivity, specificity, positive predictive value (PPV) and negative predictive
value (NPV) statistical analysis. The predicted result shows that the ensemble of BRT-bagging is
the most well fitted for GES where AUC value in K-3 fold is 0.972, whereas the value of AUC in
sensitivity, specificity, PPV and NPV is 0.94, 0.93, 0.96 and 0.93, respectively, in a training dataset,
and followed by the bagging and BRT model. Thus, from the predictive performance of this research
study it is concluded that the ensemble of BRT-Bagging can be applied as a new approach for further
studies in spatial prediction of GES. The outcome of this work can be helpful to policy makers in
implementing remedial measures to minimize damages caused by gully erosion.
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1. Introduction

Gully erosion is one of the major environmental problems throughout the world, especially in
subtropical areas where population pressure and induced activities are severe, and vegetation can
often be fairly limited and thus inadequate in protecting the soil surface from heavy rainfall due to
high rate of surface runoff [1]. It is an essential aspect of soil erosion and land erosion, as well as
a significant source of sediment transferred to streams that challenge the sustainable development
of the world [2]. A gully is generally described as an erosional deep stream feature formed by
running water with a cross-sectional area of >1 ft?>, which is too wide to be damaged by traditional
tillage, and most often occurred in lateritic soils and comparatively in weak rocks of weathered
materials [3]. This process is regulated by a combination of several important factors, including
subsurface movement of water, pipe roof collapse, and overland flow [4]. While gully erosion is
a consequence of natural causes, human activity may increase the evolution and development of
gullies [5]. Therefore, negative consequences of gully erosion include crop damage due to sand
splay [6], inundation of low lying regions [7-9], increased badland topography due to severe soil
erosion [10]; [11-13], increased turbidity, lack of water storage capacity in reservoirs, food scarcity due
to gradually decreasing land fertility [5], loss of life and biodiversity, and damage to infrastructure
such as roads and rail [14]. As a result, several bivariate and multivariate statistical methods have
been used, with the collaboration of remotely sensed satellite data, and the processing and analysis of
them in a Geographic Information System (GIS) platform to determine the gully erosion susceptibility
(GES), such as logistic regression [15], frequency ratio [14], weights-of-evidence [16], and evidential
belief function [17]. Recently, several machine-learning algorithms (MLAs) have been widely used
for prediction of GES with high accuracy such as random forest [18], support vector machine [19],
artificial neural networks [20], maximum entropy approaches [21], general linear models [22], and deep
learning neural networks [23]. Several gully erosion control factors responsible for the occurrence
and development of gully erosion were also used in this research study for sustainable analysis
of gully susceptibility assessment [16]. Several research works have also been undertaken on soil
erosion assessment by applying the genetic programming method with the combination of MLAs
for the estimation of vegetation cover and associated phenomena on control of soil erosion and land
degradation [24-26]. The formation and gradual development of gully features and associated erosion
is a vulnerability for land surfaces, which are deeply influenced by existing geological, climatic,
hydrological, environmental and topographical factors [5,15,17,18,20]. However, several empirical
data models have been found to be inaccurate in assessing regions susceptible to gully erosion.
A drawback of such methods is that there are a lack of reliable data for the calculation of the collapse
of the gully [27]. Established literature suggests that numerous computational methods, such as
bivariate and multivariate statistical techniques, have been documented to be effective in modeling
GES utilizing relevant triggering parameters and the prevalent nature of gullies for assessment and
model validation [1,13,15,28]. Furthermore, considering the documented establishment and use of
these methods in GES prediction, there has been a controversy on the best approach for estimating
gully erosion according to its fundamentally dynamic existence. The machine-learning approach
was extensively used in research studies, relevant to ecological and environmental modelling. It has
been proposed that these approaches do better than other data-driven and statistical methods [29].
Literature shows that numerous research work has been carried out by using boosted regression tree
(BRT) and bagging MLA separately on GES assessment by Arabameri et al. [30,31], Zabihi et al. [32],
Nhu et al. [33]. In general, assessment and prediction of gully erosion with utmost accuracy is even
more difficult. Keeping in view the above fact here we used BRT, bagging and a novel ensemble
of BRT-bagging model for sustainable prediction of gully erosion. In this research study of GES
assessment, the reason behind the selection of the aforementioned MLAs is due to their unique
advantages in prediction analysis. BRT is a state-of-the-art MLA which has the capability of high
prediction evaluation with the importance of ranking of input variables accordingly by using boosting
techniques. On the other hand, the bagging ensemble has been used to create a classifier between
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multiple classifiers using a bootstrap aggregating training dataset within the model. The ensemble
of any statistical and MLA has always given better performance than any single models. Therefore,
in this study we also applied an ensemble of the BRT-bagging approach for better prediction of GES
assessment than the single BRT and bagging model. While statistical and machine-learning methods
both have their unique own benefits, studies related to GES modeling for machine-learning approaches
are new, emerging and popular in academia. Therefore, the aforementioned MLAs have the capacity
to fulfill a gap in this research to identify accurate gully locations in the Garhbeta- I community
development (CD) Block. Keeping this in mind, this study aimed at assessing susceptibility to gully
erosion and thus the relative importance of variable control using three recent ML methods i.e., BRT,
bagging and BRT-bagging, respectively, and employing k-fold cross validation resampling techniques.
The novelty in this research study is the ensemble approach of the BRT and bagging models. In general,
the performance of a single BRT and bagging approach has been improved by using ensemble of
aforementioned MLAs. Therefore, based on our knowledge and an intensive literature survey it is said
that there is no research work on GES assessment by using the ensemble of BRT-bagging. As a result,
the proposed ensemble approach has improved the prediction accuracy of GES and this is the novelty
of this research study. The inter comparison of these models was conducted in order to choose the
appropriate machine-learning algorithm (MLA) for the identification of gully locations as well as
the gully erosion sensitivity analyses. The objectives of this research were: (1) identification of gully
erosion contributing parameters and related multi-collinearity analysis; (2) to estimate the importance
value of each variables using MLAs; (3) to examine the implications of four resampling methods of
K-fold (1, 2, 3 and 4) cross validation (CV) on the efficiency of the machine learning models; (4) to
predict the GES maps with maximum possible accuracy using MLAs; (5) and finally model validation
using the receiver operating characteristics (ROC) curves and other statistical analysis. Consequently,
GES maps prepared based on this novel ensemble method can help the environmentalist and planners
to take appropriate measurements for mitigation of the fragile losses of soil and land degradation
within this study area.

2. Materials and Methods

2.1. Description of the Study Area

The current research study was carried out in the Garhbeta I C.D. Block of Paschim Medinipur
district in West Bengal, India. The latitudinal extension of this study area is lying between 22°45’48"’'N
to 22°56"46"’N latitude and 87°13’17"'E to 87°32"12"'E longitude with an aerial coverage of 357.78 sq.
km (Figure 1). This study area is an extended part of the Chhotanagpur plateau, and in West Bengal
this extended part is known as ‘Rarh Bengal’ region. The climate of this study area is tropical monsoon
type with hot-dry summer season and maximum precipitation occurring in the monsoon season i.e.,
in the months of July to September. The mean monthly temperature in the winter and summer season
are 8 °C and 43 °C respectively, and mean annual temperature is 28 °C, with 1450 mm mean annual
rainfall [34]. Therefore, this typical humid climatic region is very much prone to erosional activities
through gully formation and development [35]. The main river in this study area is Shilabati (locally
known as Shilai), which flows in the middle of this C.D. Block. The characteristics of land surface in
this area are barren lateritic surface, hard-rocky uplands with non-arable lands. Within this C.D. Block,
Garhbeta badland is the most rigorously affected by gully formation and associated land degradation
problems. This Garhbeta badland is locally known as Ganganir Danga i.e., the ‘land of fires’, which is
an active riverine process of gully erosion activities.
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Figure 1. Location of study area.

2.2. Methodology

In order to provide accurate and detailed locations of gully erosion, exhaustive field study was
performed in this area and the location of gullies was registered using the Global Positioning System
(GPS) instrument and verified by Google Earth satellite images. A total of 398 gully head-cut points
(199 head-cut points for each gully and non-gully respectively) were selected throughout the study
area. Apart from this, multi-collinearity measures through the methods of variance inflation factor
(VIF) and tolerance (TOL) were employed to identify GES factors accurately. A total of 20 conditioning
parameters i.e., slope, aspect, elevation, profile curvature, plan curvature, topographic wetness index
(TWI), stream power index (SPI), terrain ruggedness index (TRI), rainfall, drainage density, distance
to drainage, geomorphology, land use land cover (LULC), Normalized Vegetation Difference Index
(NDVI), ferrous minerals, iron oxide, soil texture, geology, lineament density and lithology were
chosen for predicting precise GES maps. In this study, we have chosen the non-parametric statistical
method of random forest (RF) algorithm for establishing the relationship between gully head cut
points and its relation with several conditioning factors. GES maps were first developed by using
a boosted regression tree (BRT) and then bagging approach. Eventually, the BRT-bagging ensemble
was used to develop the final GES maps. Methods of K4-fold cross validation (CV) resampling
techniques have been utilized for splitting the gully head cut points. While, unlike empirical sampling
distributions, they do not solve all inferential troubles, they will help generate new statistics and
bring robustness to other conventional ones [36]. Cross-validation is a method of resampling that is
sometimes used to determine the appropriateness of a mathematical model. The concept is to break
the data arbitrarily into one set to match the algorithm, and a different set to test the model’s precision
for prediction [36]. The maps of susceptibility to gully erosion are classified into five classes: very
low, low, medium, high and very high using Jenk’s natural-break classification method in the ArcGIS
platform. The detailed methodology flow chart of the present study area is shown in Figure 2.
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Figure 2. Methodological flowchart for the present research work.

2.2.1. Gully Erosion Inventory Map (GEIM)

For the modelling of GES, a gully erosion inventory map (GEIM) is necessary to understand
the spatial pattern and geometrical form of gullies. In general, a GEIM is prepared based on the
historical gully points and randomly selected the same number of gully points throughout the study
area, for the purpose of validation of the model. GEIM also assess the relationship between the pattern
and distribution of gully head-cuts and several casual factors for occurrences of gullies. In this study,
a rigorous field survey was conducted to identify areas prone to gully erosion. Here, the position
of each gully was measured using the Garmin (76 CSX Garmin) GPS and verified by Google Earth
images. The polygon shape of the gully erosion sites was eventually converted into gully points and
was used to develop a GES model. Here, we used 199 registered gully points and 199 non-gully points,
and splitting them into four K-fold CV. Each fold consists of 25% of data. In this study, each time 75%
data were used for training and the remaining 25% data were used for validation of GES models. In the
present study area of Garhbeta I C.D. Block, GEIMs were prepared by using four K-fold CV i.e., Fold-1,
Fold-2, Fold-3 and Fold-4, which is shown in Figure 3.
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Figure 3. Training and validation dataset of gully and non-gully head-cuts (a) Fold-1; (b) Fold-2;
(c) Fold-3; (d) Fold-4.

2.2.2. Dataset Preparation

For preparation of GES mapping it is indeed necessary to select suitable conditioning factors,
which is responsible for their formation and development [37]. Therefore, several conditioning
factors were selected based on local topographical, hydrological, climatological and geomorphological
conditions within this study area. Based on the aforementioned four conditions here we selected
20 gully erosion conditioning factors (GECFs) for evaluation of GES mapping. These factors were slope,
aspect, elevation, profile curvature, plan curvature, TWI, SPI, TRI, rainfall, drainage density, distance to
drainage, geomorphology, LULC, NDVI, ferrous minerals, iron oxide, soil texture, geology, lineament
density and lithology (Figure 4a—t). An Advanced land observing satellite (ALOS) Phased array L-band
synthetic aperture radar (PALSAR) digital elevation model (DEM) with a spatial resolution of 12.5 m
was also downloaded from the Alaska Satellite Facility (asf.alaska.edu) website to examine the position
of each gully erosion prone areas in this study region. Several topographical indices such as slope, plan
curvature, profile curvature, elevation, aspect, distance to drainage etc. were prepared by using DEM
data. The soil samples were obtained randomly from the field, in order to examine the percentage wise
distribution of sand, silt and clay in the study region using digital sieve shaker and digital balance
machine and verified it through National Bureau of Soil Survey and Land Use Planning (NBSS&LUP)
soil report. Here, the land use map was developed on the basis of the maximum likelihood method
in the ERDAS imagine software based on Landsat 8 Operational land imager (OLI) satellite imagery
obtained on 28/01/2020. The NDVI derived from Sentinel 2A satellite data. Geology and lithology map
were obtained from the Geological Survey of India (GSI). Rainfall data of peak monsoon season (July
to September) was collected from the India Meteorological Department (IMD). In fact, all of these
layers and maps have been processing and annotated on the ArcGIS platform. The details of several
geo-environmental factors used in this study area were categorized into following factors.
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Topographical Factors

Different topographical features have a direct impact on the hydrological response of excessive
runoff and these phenomena focus on the formation and development of gullies [38,39]. Alongside
this, topographic features largely control the drainage network, water flow velocity and associated
erosive power. In this study, six types of topographical factors were used for GES assessment and these
were slope, aspect, elevation, profile curvature, plan curvature and TRI. The following equation has
been used for calculating TRI values.

TRI = [ XI(max? — min?) (1)

where, X indicates altitude of every neighbor cell to a definite cell, and max and min are the highest and
smallest altitude among various neighboring cell.

Hydrological Factors

The amount of surface runoff, its relation to the drainage network and erosional activities have
been largely determined by hydrological influenced various conditioning factors [40]. Here, we have
used five hydrological factors, namely TWI, SPI, rainfall, drainage density and distance to drainage.
The following equation has been widely used for calculating TWI and SPL

TWI = loge(tilsﬁ) 2)
SPI = A * tanfs 3)

where, A; represents the catchment area in m? and § is the gradient of the slope in radians.

Soil-Related Factors

Water-induced soil erosion is the main cause of the formation and enlargement of gullies. Therefore,
several soil characteristics are very much responsible for occurrences of gullies and land degradation.
In this study, we have used soil texture, ferrous minerals and iron oxide as soil-related factors for
assessment of GES mapping. Landsat 8 OLI satellite images have been used for estimation of ferrous
minerals (FMI) and iron oxide by using the following equations.

SWIR
ML= Tr @
. Red band
Iron oxide = W (5)

Lithological Factors

The initiation of gully erosion is very much dependent on the types of rock formation of respective
rock units [20]. Here, we have used four lithological factors namely geomorphology, lithology, geology
and lineament density for mapping and evaluation of gully erosion. Lineament density map was
prepared on Geometica software by using Landsat 8 OLI satellite image.

Environmental Factors

The type and pattern of gully erosion is significantly determined by environmental factors. In this
study, LULC and NDVI were chosen as environmental factors for GES assessment. The following
equation has been used for calculating NDVI values.

_ PNIR ~ PR
PNIR + PR

NDVI (6)
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Figure 4. Causative factors of gully erosion; (a) Slope, (b) Aspect, (c) Elevation, (d) Profile Curvature,
(e) Plan Curvature, (f) Topographic wetness index (TWI), (g) Stream power index (SPI), (h) Terrain
Ruggedness Index (TRI), (i) Rainfall, (j) Drainage density, (k) Distance to Drainage, (1) Geomorphology,
(m) land use land cover (LULC), (n) Normalized Vegetation Difference Index (NDVI), (o) Ferrous
minerals, (p) Iron oxide, (q) Soil texture, (r) Geology, (s) Lineament density, (t) Lithology.

2.2.3. Multicollinearity Analysis

The multi-collinearity problem among the gully erosion conditioning variables is essential to
recognize their susceptibility prediction power and can be displayed explicitly using the two most
popular statistical techniques i.e., TOL and VIF rather than the traditional one. In this regard, the result
of traditional pair correlation is ambiguity as it is not handling a big data size, is also very much
affected by extreme values and result is misinterpreted when data are homogeneous. Therefore,
keeping in view the above, the variance inflation factor (VIF) is taken into account as the second
function of multi-collinearity analysis resulting from the Tolerance (reciprocal VIF) since that is the
main measure [18]. The advantages of using VIF techniques over the traditional pair correlation is
that VIF has the capacity to analysis more data and significantly reduced the standard errors, reduced
correlation through recode the predictors and give a better result as predictors are less correlated
among the other variables. Taking into consideration that VIF is less than 10 (less than 5 considered for
weaker models) and TOL is less than 0.1 does not suggest a multi-collinearity issue and is suitable for
further application in terms of analysis [17,41,42]. Tolerance and VIF formulas are as follows:

TOL =1- R]? ()

1
VIF = =- 8)

where, R? represents the regression coefficient of determination of explanatory variable ] on all the
other explanatory variables.

2.2.4. Measuring the Variables” Importance

In this research work, the importance of variables was determined by using the RF algorithm.
Identification of variables importance is a significant task and measures of these variables through
normal statistical techniques is not suitable due to huge data size. Therefore, in this study, we have
used machine learning algorithm of RF for accurate identification of several variables importance.
RF is an ensemble-based machine-learning classifier method proposed by Breiman [43]. The function
of RF is based on decision trees in its initial stage of the model with the collective action of bagging
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approach. To identification of variables importance here we used mean decrease accuracy (MDA)
index in the RF algorithm. The MDA index was calculated by using the following equation [44].

ntree
1

VIj= —— ) EP;~Ej; )

where, VI is the variables importance, E;; represents the OOB error on tree ¢ before permuting the
values of X; and EP;; indicates the OOB error on tree t after permuting the values of X;.

2.2.5. Machine-Learning Methods

Boosted Regression Tree (BRT)

The BRT is an ensemble approach for the application of statistical methods. This MLA is based
on the integration of regression tree and the boosting of statistical methods [45]. The core features
of the BRT model are the handling of observational variables of different types, the processing of
incomplete data, the managing of outliers and data distribution insensitiveness, the handling of
complex non-linear relationships and the adjusting for correlation with exploratory variables [45,46].
The BRT is comparable to a random forest algorithm since the two algorithms are built from a huge
number of trees and resolve the shortcomings of a single tree model. There are two parameters that
need to be set for the ‘learning rate” in order to decide the role of each tree in the increasing model and
the ‘tree complexity” in order to monitor when the interactions are made [29,46]. Such parameters have
been configured using the cross-validation tool. In addition, the impact of multiple predictors on the
frequency of disasters was explored using BRTs. While doing so, the relative effect of each predictor
is evaluated on the basis of the degree of predictor selection and pattern enhancement collection.
The mathematical background used in the BRT model can be expressed in the following way: BRT is
based on prediction variables of X = {xq,...... x,} and variable of response by y. Whereas training
sample represent by {y;, X;},i = 1,...N of known y and X values. By analysis this, a function of F * (X)
is determined that basically maps X to y. According to Friedman [47], of all the values of (y, X), the
loss function may be minimize by using following equation:

F(X) =¥ (y, F(X)) (10)

In this model, the Gradient boosting approximates F(X) has calculated by using following equation:

M M
F(X) = ) Fu(X) = ) Bug(X;am) (11)
m=0 m=0

where, ¢(X; ay,) is the regression tree of a particular node, ay, is the tree parameters, i.e., different
splitting variables and split points, and 3, is the coefficients.
Finally, the BRT model can be run using the following equation:

m

F(X; [Bran]™) = Y puh(X;am) (12)

m=0

where, h(x;m) is the function of a classification with a parameters along with x variables, m is the
several stages of the model of variables and f3; is the coefficient in the stage of m.

Bagging
Bagging was first developed by Breiman [48], and is one of the early ensemble methods. To run

individual classifiers, it requires bootstrap samples. Next, the latest sub-training sets are generated by
basic random sampling from substitute learning sets. Such sub-training groups are used to prepare
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the simple classifiers. Consequently, popular vote (weighted popular vote) is used to aggregate base
classifier outcomes [48]. Bagging provides higher precision, because it can carry out more autonomous
research. It is also the fact that the bagging approach is not only used for increasing the generalization
capacity but also minimizes the variance of classification system within the model [49]. The output
result of the bagging algorithm has more accuracy as it is based on independent learning performance.
In the bagging algorithm the optimal classification of the result has been presented as follows:

0
By = [T BT s (Cw)y (13)

where, 6;; indicates the symbol of Kronecker, Cb(x) is the constructed classifiers and y € {-1,1}
indicates labels of gully and non-gully points.

Ensemble of BRT and Bagging

In machine learning, the ensemble model merges the final decision from multiple single models to
develop the overall performance. The main advantage of the ensemble model is that it has the capability
to improve the constancy and prediction accuracy of single MLA. Therefore, several ensemble models
have been widely used for comprehensive analysis of hazard-related susceptibility mapping [21].
Previous research studies have shown that several ensemble approaches is used to get maximum
accuracy in GES studies. Thus, in this research study we have also used a novel ensemble approach
of BRT and Bagging model, as this newly developed ensemble approach has not been used in GES